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As online learning platforms become more popular and deeply integrated into education, understanding
their effectiveness and what drives that effectiveness becomes increasingly important. While there is
extensive prior research illustrating the benefits of intelligent tutoring systems (ITS) for student learning,
there is comparatively less focus on how teachers’ use of ITS impacts student outcomes. Much existing
research on teachers’ ITS usage relies on qualitative studies, small-scale experiments, or survey data,
making it difficult to identify the causal effects of their engagement with these systems.

To bridge this gap, we conducted a study using a randomized encouragement design on an online
mathematics platform, where teachers were randomly assigned to one of two groups: an encouragement
group or a control group. Teachers in the encouragement group received a popup prompt urging them to
explore the assignment report after they created an assignment, while those in the control group did not
receive any additional prompts. The study focused exclusively on teachers new to the platform, as this
group was expected to be most influenced by the encouragement prompt.

The findings show that viewing the assignment report did not significantly impact the percentage of
students who started the next assignment or their value-added scores. However, it did lead to a notable
increase in the percentage of students completing the next assignment. This effect, confirmed using
the Anderson-Rubin test (which is robust against weak instruments), demonstrates a measurable causal
relationship between teachers’ use of assignment reports and student outcomes. Based on data from 330
teachers, this large-scale study sheds light on the causal effects of teachers engaging with ITS data on
student learning and adds to the growing evidence base for effective teaching strategies in online learning
environments.

The pre-registration for the paper is available at https://osf.io/5u2n3/?view only=39c4416ed9c04666
885873b82c23f734, while data and code are available at https://osf.io/4nqxu/?view only=1dcf5157005c4
f82b815dad1fc67514a.

Keywords: randomized encouragement design, instrumental variable, intelligent tutoring systems, teach-
ing practices
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1. INTRODUCTION

Over the past decade, teachers have become more open and better prepared to use intelligent
tutoring systems (ITS) in their classrooms. The enforced shift to online learning during the
COVID19 pandemic has only served to further accelerate the adoption and openness towards
these systems (OECD, 2023; Martin et al., 2020; Pantelimon et al., 2021). ITS have been
widely recognized for their ability to enhance student learning by providing on-demand feed-
back, data-driven recommendations, and adaptive problem-solving support. There are also ro-
bust large-scale randomized controlled trials involving schools, teachers and students that have
demonstrated significant learning gains for students using these systems (Feng et al., 2023; Pane
et al., 2014; Koedinger et al., 1997)

While ITS research has largely focused on student outcomes, less attention has been given
to how teachers engage with ITS data and whether this engagement influences student learning.
Many ITS platforms provide teachers with detailed learning analytics reports (ASSISTments,
2024; Carnegie Learning, 2025; McGraw Hill Education, 2025) that can inform instruction, yet
it remains unclear how frequently teachers use these reports or whether their use of these reports
leads to measurable improvements in student outcomes.

This study seeks to fill this gap by investigating the causal impact of teachers’ use of ITS as-
signment reports on student outcomes. Using a randomized encouragement design, we examine
whether teachers can be nudged to engage with these reports and, if so, whether this engagement
improves student participation and performance. Specifically, we seek to answer the following
research questions:

• Research Question 1 (RQ1): Given the theoretical pedagogical benefits to teachers lever-
aging the learning analytics from the assignment report, can teachers be encouraged to
view the assignment report?

• Research Question 2 (RQ2): Is there a statistically significant quantifiable causal impact
of teachers viewing the assignment report on student outcomes? In particular, we look at
the impact of the teachers looking at the first assignment report on:

– (RQ2a1) the proportion of students that started the second assignment (teacher-
level analysis), capturing the aggregated effect of a teacher’s report viewing on their
entire class, and (RQ2a2) the probability of a student starting the second assignment
(student-level analysis), investigating whether an individual student is more likely to
start the assignment based on their teacher’s report viewing;

– (RQ2b1) the proportion of students that completed the second assignment (teacher-
level analysis), assessing whether a teacher’s engagement with reports influences
class-wide completion rates, and (RQ2b2) the probability of a student completing
the second assignment (student-level analysis), investigating whether an individual
student is more likely to complete the assignment based on their teacher’s report
viewing;

– (RQ2c) value-added scores of the students in the second assignment (student-level
analysis), measuring how a teacher’s report viewing affects individual student per-
formance beyond just participation rates.
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Through this study, we seek to use large-scale real world data from many teachers, to inves-
tigate the impact of reviewing assignment reports, and hopefully better understand a teacher’s
role and contribution to how ITS has benefitted students overall as found in the large-scale ran-
domized controlled trial studies in Feng et al. (2023) and Pane et al. (2014).

2. BACKGROUND

2.1. THE ROLE AND BENEFITS OF INTELLIGENT TUTORING SYSTEMS

ITS are widely recognized for the capability to enhance student learning through on-demand
feedback, data-driven recommendations, and adaptive problem-solving support. Research high-
lights the positive impact of features such as immediate feedback (Patikorn and Heffernan, 2020;
Razzaq and Heffernan, 2009) and personalized support (Kochmar et al., 2020; Zhou et al., 2020;
Lee et al., 2024). Additionally, some studies suggest that delayed feedback may benefit certain
students depending on their profile (Vanacore et al., 2024). In fact, a systemic review of learning
outcomes relating to intelligent tutoring systems found that they may be as effective as individ-
ualized human tutoring (Ma et al., 2014).

While it is easy to get carried away amidst the excitement, it is important that we remain
grounded and consider the role of ITS within the broader context of curriculum, schools, and
teachers towards achieving the desired educational outcomes. Successful ITS at scale, such
as ALEKS, ASSISTments, and CognitiveTutor, often aim to complement teachers rather than
replace them entirely (Heffernan and Heffernan, 2014; Baker, 2003; Pane et al., 2014). Baker
(2016) emphasizes the importance of intelligent humans in leveraging the learning analytics
provided by these tutoring systems to better support student learning, or as Koedinger aptly
puts it, “essentially freeing the teacher to do the magical things that only great teachers can do”
(Koedinger and Aleven, 2016). These ITS platforms provide teachers with learning analytics
reports to support their teacher practice. However, the extent to which teachers utilize these
data-driven insights remains an open question.

2.2. TEACHERS’ ENGAGEMENT WITH ITS AND LEARNING ANALYTICS

Despite the promise of ITS, their effectiveness depends not only on student engagement but also
on how teachers integrate them into classroom instruction. A systemic review of barriers to ITS
adoption noted how successful ITS at scale such as ALEKS, ASSISTments, and CognitiveTutor
generally feature well-developed analytics reports (Nye, 2014). These reports help teachers
monitor student progress and provide insights into students’ knowledge attainment and gaps in
understanding. The review speculated that their success was due in part to these features since
they helped to save teachers’ time and supported their teaching pedagogies.

Research studies such as Xhakaj et al. (2016) and (2017) have found that teachers who uti-
lize data from such reports are better equipped to support their students’ learning. This may
be manifested in a variety of ways, ranging from class-level decisions such as lesson planning
and selecting areas of remediation, to identification of specific students who may require ad-
ditional attention. Similarly, Kelly et al. (2013) demonstrated how these reports could be used
anonymously in the classroom to facilitate discussion with students, yielding positive student
learning outcomes. Holstein et al. (2017), Holstein et al. (2018), and Aleven et al. (2022) also
showed that real-time use of these reports helped teachers become more aware of their students’
progress and the challenges they encountered with the assigned work. This awareness enabled
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timely interventions or even encouragements to keep students on-task, since students recognized
that teachers were paying attention and monitoring their efforts.

Nonetheless, these studies were largely small-scale in nature, involving either classroom ob-
servations or analysis of student outcomes involving a small number of teachers. There are some
quantitative research studies that have examined teachers’ use of ITS through log data (for ex-
ample, Vanacore et al. 2021 and Helsabeck et al. 2022) which investigate whether teachers are
using ITS as intended. Vanacore et al. (2021) investigated clustering of teachers based on login
behavior and its association with student outcomes, while Helsabeck et al. (2022) conducted
a randomized controlled trial involving 30 teachers to evaluate fidelity of implementation in a
technology-based intervention. However, these studies remain either small scale or observa-
tional studies utilizing association analysis which limits further causal inference in understand-
ing the impact on student outcomes when teachers use ITS as intended. In fact, a systemic review
of research on teachers’ use of analytics from ITS found that about half of the research cases
did not include evidence of the claims of the benefits to teachers and students, with observations
and self-reporting forming the majority of evidence if any (Ley et al., 2023).

2.3. RANDOMIZED ENCOURAGEMENT DESIGN

Randomized Controlled Trials (RCTs) are widely regardly regarded as the gold standard for
causal inference in education and social behaviour science research (Xiao et al., 2024; Ginsburg
and Smith, 2016). However, in many educational settings, RCTs are often neither feasible nor
practical.

For instance, a traditional RCT may randomly assign teachers or students to a particular
treatment or intervention that is believed to be beneficial, such as students participating in a
preschool programme or teachers receiving professional training. However, enforcing full com-
pliance may be unrealistic since teachers and students retain agency over their behaviour and
may choose whether to engage in the treatment, regardless of assignment. Even if we could
enforce strict compliance through external means to isolate the causal impact of such practice,
such an approach may be impractical or unethical due to potential disruptions to teachers and
students.

When a traditional RCT is not feasible or ethical, researchers often use alternatives such as
observational studies or quasi-experiments (West et al., 2008). However, these methods can face
challenges in ensuring reliable causal conclusions. The presence of unobserved confounders in
observational studies may lead to biased estimates while strong assumptions are required for
quasi-experiments which may not always hold, making the results sensitive to model specifica-
tion.

The randomized encouragement design (RED) addresses these limitations by randomly as-
signing an encouragement to participate in the intended treatment of interest while keeping
participation voluntary (West et al., 2008; Bradlow, 1998). Nonetheless, it requires its own set
of assumptions and is not without its own limitations. RED belongs to a broader class of causal
inference methods known as instrumental variable (IV) analyses. Unlike RCTs, which allow re-
searchers to estimate the average treatment effect (ATE) for the entire population (assuming full
compliance is possible), RED enables researchers to estimate the local average treatment effect
(LATE)—that is, the effect of the treatment among compliers, i.e., those who can be successfully
encouraged to participate in the treatment.

This design does not provide treatment effect estimates for “always-takers” (those who
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would participate regardless of encouragement) or “never-takers” (those who would not partici-
pate even if encouraged), and therefore the LATE may not generalize to the broader population
(Angrist et al., 1996). Nonetheless, in many policy and research settings, interest often lies in un-
derstanding the treatment effects among individuals whose behavior can be influenced through
an intervention, which corresponds to the complier group in RED and IV analyses. For instance,
Schochet and Chiang (2011) states that LATE is “often of policy interest, because it pertains to
intervention effects for students who receive a meaningful dose of treatment services”.

Although RED is less common than RCTs, it has been used in prior education research to
evaluate interventions where full treatment compliance cannot be enforced and the assumptions
are reasonably defensible (Angrist and Lavy, 2009; Paloyo et al., 2016; Keller and Szakál, 2021).
This study employs RED to investigate the causal impact of teachers’ use of ITS reports on
student outcomes. The detailed implementation of RED in our experiment, including statistical
assumptions and estimation strategy, is outlined in the Methodology section.

3. METHODOLOGY

3.1. ASSISTMENTS AND ASSIGNMENT REPORTS

To investigate impact of teachers’ use of the assignment report on student outcomes more quanti-
tatively, this study utilizes data from ASSISTments (Heffernan and Heffernan, 2014), an online
math platform designed to support teachers by providing mathematics content and problems
from a variety of open educational resources (such as Illustrative Mathematics and Engage New
York). The platform enables teachers to create assignments for their students based on prob-
lem sets from their designated curriculums or curate problems as needed. They are also able to
assign “skillbuilders”, a set of problems curated by ASSISTments focused on a specific mathe-
matics skill where students need to answer three consecutive problems correctly to complete the
assignment.

For both problem set and skillbuilder assignments, teachers are able to monitor student
progress live in the assignment report (see Figures 1 and 2). These reports allow teachers to
track which students have started or completed the assignment and to identify any who are strug-
gling through color-coded indicators: (i) green (solved on first attempt without hints); (ii) orange
(solved eventually with hints); and (iii) red (needed to see the answer to progress). While skill-
builder assignments focus on a specific mathematics skill, problem set assignments may span
multiple mathematics skills. As such, the problem set assignment report further helps teach-
ers identify the specific problems which posed difficulties for the students, facilitating targeted
remediation or classroom discussion if required. For both problem sets and skillbuilders, teach-
ers may drill into the student details report (see Figure 3) to get deeper insights into individual
students’ work on the assignment.

Teachers who use the assignment report gain valuable insights into student performance,
which can inform their instructional decisions. However, it remains unclear how frequently
teachers utilize these reports and whether their use impacts student learning. This study ex-
amines whether encouraging teachers to view the report increases student participation and im-
proves performance.
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Figure 1: Assignment report for problem set

Figure 2: Assignment report for skillbuilder
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Figure 3: Student details report

3.2. EXPERIMENT SETUP AND IMPLEMENTATION

ASSISTments uses Userflow (Userflow, 2024) for onboarding and guided tours. By tapping on
Userflow’s A/B testing feature (Userflow, 2023), teachers were randomly assigned with equal
probability into two groups: control group (group A) or encouragement group (group B), when
they logged on to the platform after the start of the experiment. When teachers in group B
first created an assignment after the experiment was turned on, they received an encouragement
prompt at the end of the assignment creation sequence, urging them about the benefits of the
assignment report and to review them, as shown in Figure 4. In contrast, teachers in group A
received no such encouragement prompts (i.e., business as usual), with an invisible Userflow
launcher capturing these instances.

Previous Userflow analysis within ASSISTments indicate that approximately 10% to 15% of
teachers may not be detected by Userflow due to school network policies or browser incompat-
ibilities. By capturing assignment creation instances for both the encouragement group (group
B) and the control group (group A), the study ensured minimal bias from undetected teachers.

3.3. EXPERIMENTAL DESIGN: RANDOMIZED ENCOURAGEMENT DESIGN

While a traditional randomized controlled trial would randomly assign teachers to either use
or not use the assignment report, such an approach is infeasible in practice, as teachers retain
full autonomy over their actions on the ASSISTments platform. Researchers cannot enforce
whether a teacher views the report, making compliance with a treatment assignment difficult to
guarantee.

This presents a key challenge for causal inference: the decision to view the assignment report
is likely endogenous. That is, report usage may be influenced by unobserved factors—such as
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Figure 4: Screenshots of Encouragement Prompts

teacher motivation, instructional quality, or access to resources—that also directly affect student
outcomes. For example, teachers in well-resourced schools may have smaller class sizes or more
instructional support, allowing them both to use data reports more frequently and to provide
more targeted instruction. Similarly, more experienced or dedicated teachers may be both more
inclined to view reports and more effective at improving student learning. In such cases, any
correlation between report usage and student outcomes may simply reflect underlying teacher
or school characteristics, rather than the causal effect of viewing the report.

To address this endogeneity, we adopt a randomized encouragement design, where teachers
are randomly assigned to receive an encouragement prompt to view the assignment report but
ultimately retain the freedom to decide whether to do so. This design introduces variation in
report usage that is not driven by teacher characteristics or other confounding factors, by using
the randomized encouragement as an instrumental variable—a variable that influences whether
teachers view the report but is otherwise unrelated to factors that also affect student outcomes.

Importantly, the encouragement itself has no direct effect on students: it is only visible to
teachers and does not include any instructional content or student-specific information. As such,
its influence on student outcomes operates solely through its effect on whether teachers view the
assignment report. The logic of this design is illustrated in Figure 5.

However, since not all teachers comply with their assigned condition—some may ignore
the encouragement, while others may view the report even without being prompted—the actual
treatment (report usage) is not randomly assigned, even though it originates from the randomized
encouragement. As such, we rely on an instrumental variables approach to estimate the causal
effect of viewing the assignment report on student outcomes. Since the instrument (encourage-
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Figure 5: A causal diagram that shows the Userflow encouragement as an instrumental variable.
Note: Dashed lines indicate potentially unobserved relationships.

ment) in RED is already randomized, the validity of this approach depends on the following
three assumptions (Lousdal, 2018):

1. Relevance: The encouragement works, i.e., there must be a positive effect of the encour-
agement in increasing the probability that the teacher views the report.

• This assumption is empirically testable and is addressed in Research Question 1.

2. Exclusion Restriction: The encouragement affects student outcomes only through its
influence on whether the teacher views the assignment report.

• While we cannot empirically test the exclusion restriction, we argue that this as-
sumption is reasonable, as the encouragement is only visible to teachers within the
ASSISTments platform and is not accessible to students. Hence, it can only affect
students by influencing teacher behavior—most plausibly through report viewing,
which is the intended target of the encouragement.

• We note that any unintended behavioral effects triggered by the encouragement mes-
sage would need to systematically affect student outcomes in a way not mediated by
report viewing—which is unlikely given the limited nature of the message.

• In addition, teachers do not receive additional information or pedagogical support via
the encouragement message itself, and the message contains no instructional content
or performance information that could directly impact teaching practices. While we
cannot completely rule out minor behavioral changes triggered by the encourage-
ment message itself, its shortness would likely minimize such effects. Thus, any
direct influence of encouragement on student outcomes outside of report viewing is
likely negligible.

3. Monotonicity: There are no defiers, i.e., there are no teachers who would view the report
only if not encouraged and refuse to view it if encouraged.

• We consider this assumption plausible, as it would require teachers to behave in
direct opposition to their natural inclination. For instance, a defier would be someone
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who deliberately avoids the report after receiving the encouragement, even though
they would have viewed it otherwise.

• Given that all teachers have access to the assignment report by default, and that
teachers in the control group are unaware of the encouragement condition, any indi-
rect exposure—such as hearing about the prompt from encouraged peers—is likely
to be rare and any resulting influence would likely be minimal and not systematically
violate the monotonicity assumption.

In the next subsection, we describe how we estimate the treatment effect among compli-
ers—those who can be successfully encouraged to participate in the treatment—using the two-
stage least squares (2SLS) approach.

3.4. ESTIMATION OF TREATMENT EFFECTS IN RED

To estimate the causal effect of teachers viewing the assignment report on student outcomes, we
employ a two-stage least squares (2SLS) approach, using random assignment to encouragement
as an instrumental variable. This is necessary because actual report usage is endogenous—
that is, teachers decide whether to view and engage with the report, but this decision may be
correlated with unobserved factors such as teacher motivation or instructional quality, which
also affect student outcomes.

Two-Stage Least Squares (2SLS). The 2SLS estimation proceeds in two stages (Martens
et al., 2006). For a just-identified model with a single instrument and one endogenous regressor,
we first model in the first-stage regression whether teacher i viewed the assignment report (Di)
as a function of their encouragement assignment (Zi):

Di = γ + δZi + εi (1)

Here, Zi is a binary instrumental variable indicating whether teacher i was assigned to the
encouragement group, and Di is a binary variable indicating whether the teacher viewed the
assignment report. The coefficient δ captures the strength of the instrument—that is, how much
the encouragement increases the likelihood of report usage. The intercept γ represents the base-
line probability of report viewing among teachers in the control group, while εi captures any
remaining unobserved factors affecting the teacher’s likelihood of viewing the report.

This first-stage regression isolates the variation in Di that is solely due to the randomized
encouragement. Thus, the resulting fitted values D̂i represent the predicted probability of report
usage based solely on the instrument, filtering out any endogenous variation due to unobserved
teacher factors such as teacher motivation.

In the second-stage regression, we estimate the outcome of interest Yi using the fitted values
from the first stage for Di:

Yi = α + βD̂i + ηi (2)

The dependent variable Yi may be a student-level continuous outcome (e.g., value-added
score), or a binary indicator (e.g., whether a student started or completed the assignment). When
aggregated at the teacher level, Yi can also represent continuous outcomes of proportions (e.g.,
proportion of students completing the assignment). The coefficient β represents the local aver-
age treatment effect—the causal effect of report usage on student outcomes for the subgroup of
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teachers whose behavior was influenced by the encouragement (i.e., compliers), while α cap-
tures the expected outcome for the control group. The error term ηi reflects the unobserved
factors affecting outcome Yi that are not explained by the teacher’s predicted report usage D̂i.

For clarity, although 2SLS is conceptually a two-stage procedure, the estimation is not typ-
ically performed in two completely separate steps. Instead, matrix-based methods are used to
implicitly combine both stages into one structural equation to be solved. This approach ensures
that the standard errors in the second stage appropriately account for the uncertainty from the
first-stage estimation.

Use of Linear Probability Model (LPM). We use a linear probability model (LPM) for both
the first and second stage when the dependent variable is binary. The results from this model are
similar to those from logistic or probit regression analyses when the estimated probabilities are
between 0.2 and 0.8 (Martens et al., 2006).

This avoids complications associated with applying logistic regression in IV settings, which
is known to yield inconsistent estimates unless strong distributional assumptions are met (An-
grist and Pischke, 2008; Angrist, 2001). Although the LPM can produce predicted probabilities
outside the [0,1] range and may exhibit heteroskedasticity, it provides a consistent and inter-
pretable estimate of average causal effects, particularly LATE. Robust standard errors are used
throughout to account for heteroskedasticity.

3.4.1. Estimation in the Presence of a Weak Instrument.

The encouragement prompt in this study was designed to be unobtrusive and minimally disrup-
tive to teachers’ existing workflows on ASSISTments. This design choice helps reduce the risk
of violating the exclusion restriction assumption, i.e., it limits the likelihood that the encourage-
ment influences student outcomes through channels other than report usage (e.g., by prompting
unrelated changes in teaching practices).

However, this conservative implementation also increases the risk that the instrument is
weak—that the encouragement may have only a modest effect on whether teachers actually
view the assignment report. A weak instrument can lead to biased and imprecise estimates
of the treatment effect, and can compromise the validity of standard 2SLS inference (Bound
et al., 1995). A commonly used rule-of-thumb is that the first-stage F-statistic should exceed 10
(Staiger and Stock, 1997) to minimize issues arising from a weak instrument.

Since weak instrumentation is a valid concern, we account for this possibility by employing
two approaches to minimize the risk of biased estimation. Specifically, in the event that the en-
couragement leads to a statistically significant but modest increase in the proportion of teachers
who viewed the assignment report, we adopt the following two methods of inference.

• Anderson-Rubin (AR) Test: Unlike 2SLS, the AR test does not yield a point estimate
of the treatment effect but instead provides inference on whether the effect is statistically
different from zero. The AR test constructs confidence intervals for the treatment effect
that remain valid even when the instrument is weak. Unlike conventional t-tests, the AR
test does not rely on strong first-stage relationships and remains robust under weak iden-
tification. Furthermore, Keane and Neal (2024) and Andrews et al. (2019) recommend
using the Anderson-Rubin (AR) test over the traditional two-tailed t-test in two-stage
least squares (2SLS), even with strong instruments.

In the just-identified case with a single instrument and endogenous regressor such as ours,
the AR test of H0:β = 0 can be implemented as the t-test from regressing the outcome Y
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on the predicted value of the endogenous variable D̂ obtained from the first-stage regres-
sion, and yields valid inference even when instruments are weak (Keane and Neal, 2024;
Andrews et al., 2019).

• Fuller (1) Minimum-Bias Estimator: In just-identified IV models such as ours, the 2SLS
estimator is approximately unbiased, even in the presence of weak instruments (Angrist
and Pischke, 2008). However, it can still be highly imprecise in finite samples due to the
heavy-tailed nature of its sampling distribution.

The Limited Information Maximum Likelihood (LIML) estimator addresses these con-
cerns by estimating the same structural equation as 2SLS (Y = α+ βD+ η), but is based
on optimizing a likelihood-like function that often yields more stable estimates in small
samples (Greene, 2018). Hayashi (2000) describes LIML as the “maximum likelihood
counterpart of 2SLS” while Burgess et al. (2017) notes that it often tends to provide sim-
ilar causal estimates in models such as ours. Both 2SLS and LIML belong to a broader
class of estimators known as k-class estimators.

From Shi (2024), the k-class estimator has the general form:

β̂k−class =
D′(In − kMZ)Y

D′(In − kMZ)D
, (3)

where MZ = In − Z(Z ′Z)−1Z ′, and In is the n × n identity matrix with n representing
the number of observations (in this case, teachers included in the analytic sample). Z is
the n × 1 binary instrument vector indicating assignment to the encouragement group or
control group ; D is the binary treatment vector (whether the teacher viewed the report);
and Y is the outcome vector.

The LIML estimator corresponds to the smallest root k̃ of the equation:

det ([D, Y ]′[D, Y ]− k[D, Y ]′MZ [D, Y ]) = 0. (4)

To reduce bias in finite samples, the Fuller(1) estimator adjusts the LIML eigenvalue:

kFuller(1) = k̃ − 1

n− 1
(5)

This corrected k is then plugged into the k-class estimator formula above to compute
the Fuller(1) estimate. The Fuller(1) estimator has been shown to perform well in simu-
lations, particularly under weak instrumentation and small samples (Andrews and Arm-
strong, 2017; Hahn et al., 2004).

Importantly, Angrist and Kolesár (2024) note that in models with a single instrument and a
single endogenous variable—such as our design—standard inference methods, including 2SLS,
tend to perform reasonably well. Nonetheless, the use of the AR test and the Fuller (1) estimator
provide added robustness in the presence of potentially weak instrumentation.
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3.4.2. Implementation Using ivmodel in R

All instrumental variable analyses were conducted in R version 4.3.3 using ivmodel version
1.9.1. ivmodel supports a suite of estimation and inference methods for linear IV models
(Kang et al., 2021). Specifically, we estimated the treatment effect using two-stage least squares
(2SLS, or TSLS in the package), the Anderson–Rubin (AR) test, and the Fuller(1) estimator by
implementing the ivmodel() function. For clarity, Fuller(1) is the default implementation in
ivmodel function, although other k values of Fuller(k) can be found using the package.

Where applicable, we set the option for heteroSE, (i.e., heteroskedastic-robust standard
errors) to TRUE, and specified relevant groups (i.e., students in the same class working on the
same assignment) using clusterID supported in the ivmodel function. These features en-
able estimation of valid confidence intervals and test statistics under both heteroskedastic and
clustered error structures, which is essential given the hierarchical structure of our data and the
binary nature of some of the outcome variables.

3.5. DATA COLLECTION

As explained in section 3.4.1, in randomized encouragement design experiments one of the
biggest risks is due to the “weak instrument problem” (Andrews et al., 2019), where the instru-
ment (i.e., the encouragement in this case) is not strong enough to differentiate the encourage-
ment group and the control group. Since the encouragement on Userflow may not be effective to
teachers who are already familiar with the assignment report, the target group of teachers in the
experiment are teachers new to ASSISTments where the encouragement may be more effective.
This group is likely to include more “compliers”. For clarity, “teachers new to ASSISTments”
refers specifically to teachers new to the platform and not “new teachers”, as ASSISTments does
not collect any data on teaching experience.

To investigate the causal impact of teachers viewing the assignment report, the analysis
would focus on the first two assignments of teachers new to ASSISTments after the experiment
begins, where we look at the impact of the teacher viewing the assignment report for the first
assignment on the starting rate, completion rate, and student performance in the second assign-
ment. To evaluate student performance, we would use “value-added scores” based on how these
students performed compared to how other students have done the same problems in the past
since July 2022.

Figure 6 shows the flow of participants through the study, starting from the initial pool of
teachers who logged into ASSISTments during the experiment period which began in late Au-
gust 2024 and ended in early December 2024. Of the 2,808 teachers who logged in (1,368 in
the control group and 1,440 in the encouragement group), the target population was narrowed to
the 589 teachers who were new to ASSISTments and had created at least one assignment before
November 10th 2024—276 in the control group and 313 in the encouragement group. While
the size of teachers in the encouragement group is slightly larger than the size of teachers in the
control group teachers, we note that the proportion of teachers that are in the control group are
not statistically different from half in both the initial pool and the target population, as expected
from the randomization.

To isolate the causal impact of teachers viewing an assignment report on the next assignment,
we considered two analytic samples:

• Analytic sample 1 (330 teachers: 156 control, 174 encouragement): to include only teach-
ers who created at least two assignments that are not ASSISTments orientation problem
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Figure 6: Flow diagram of teacher sample selection and attrition

sets since these problem sets did not require teachers to follow up on the report

– This analytic sample is used for RQ1, RQ2a1, RQ2a2, RQ2b1 and RQ2b2.

– It allows us to analyze the causal impact of teachers viewing the assignment report
for the first assignment on the proportion of students that started and completed the
second assignment

• Analytic sample 2 (281 teachers: 131 control, 150 encouragement): to include only teach-
ers in the first analytic sample who used non-open response problem sets for the second
assignment

– This analytic sample is only used for RQ2c and allows us to analyse “value-added
scores” to avoid bias resulting from teachers’ grading or from teachers’ neglecting
to grade the open-response items, as well as dropping skillbuilders which needed
students to get three consecutive problems right to complete the assignment.

This approach resulted in two sets of attrition. As our randomized encouragement design
required the estimation of the local average treatment effect from the non-attritors, we assumed
that the attrition did not lead to any bias due to differences in the teachers who remained in
the analytic sample. Following the recommendations of the What Works Clearinghouse (What
Works Clearinghouse, 2022), we compared the overall and differential attrition rates and found
both analytic samples to have attrition rates to fall within the cautious boundary for differential
attrition (see Figure 7). This suggests that the levels of overall and differential attrition are
considered low enough to minimize potential bias. While we do not expect the encouragement
to affect the attrition in both analytic samples in any way, the cautious boundary is chosen as an
extra safeguard in case the encouragement increased the likelihood of teachers having a second
assignment compared to the control group.

We also assessed baseline covariate balance between the encouragement and control groups
for both analytic samples. While balance checks are not required under What Works Clearing-
house (WWC) standards when attrition is considered low (What Works Clearinghouse, 2022),
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we conducted them to strengthen the internal validity of the findings. Across both samples,
we observed no substantial imbalances in observed covariates, with all absolute Cox/Hedges’ g
values below 0.25 (see Tables 1 and 2), suggesting that the observed differences are unlikely to
introduce bias.

Figure 7: Overall vs Differential Attrition Rates, Covariates Balance for Analytic Samples 1 & 2

Table 1: Covariate Balance Between Encouragement and Control Groups in Analytic Sample 1

Covariate Mean Control Mean Treatment Mean Difference Cox/Hedges’ G
Total Number of Students 46.78 52.93 6.15 0.16
Proportion of Own Classes 0.96 0.98 0.02 0.13
Proportion of Own Students 0.96 0.98 0.02 0.10
Number of Assigned Classes 2.42 2.40 -0.02 -0.01
Number of Classes 2.49 2.42 -0.07 -0.05
Co-Teaching (Yes/No) 0.28 0.25 -0.03 -0.09
LMS (Google) 0.74 0.67 -0.06 -0.19
Note: The table is sorted in descending order of Cox/Hedges’ G values.

Table 2: Covariate Balance Between Encouragement and Control Groups in Analytic Sample 2

Covariate Mean Control Mean Treatment Mean Difference Cox/Hedges’ G
Proportion of Own Classes 0.95 0.98 0.03 0.19
Proportion of Own Students 0.95 0.98 0.03 0.15
Total Number of Students 48.60 53.46 4.87 0.13
Number of Assigned Classes 2.47 2.40 -0.07 -0.04
Number of Classes 2.56 2.42 -0.13 -0.08
Co-Teaching (Yes/No) 0.31 0.24 -0.06 -0.20
LMS (Google) 0.73 0.65 -0.07 -0.21
Note: The table is sorted in descending order of Cox/Hedges’ G values.
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Figure 8: Average assignment starting and completion rates by proportion of assignments viewed

4. RESULTS

4.1. BACKGROUND DATA OF TEACHERS’ USE OF ASSIGNMENT REPORT IN ASSIST-
MENTS

To better contextualize the causal estimates from the randomized encouragement design, we
first examine descriptive patterns in teachers’ usage of the assignment report across the AS-
SISTments platform. Understanding how report usage varies in practice—and how it correlates
with student participation—provides important background for interpreting the potential impact
of encouraging teachers to engage with these reports. While these correlations do not establish
causality, they help illustrate the practical significance and real-world variability of teachers’
report usage.

Over the one-year period from 1st July 2023 to 30th June 2024, 2,351 teachers assigned
121,890 assignments. During this period, only 65,877 (54.0%) of assignments had their reports
viewed by the teachers that assigned them. A high-level glimpse of the data showed that for
assignments where teachers viewed the assignment reports, the average proportions of students
who started or completed the same assignments were 74.6% and 62.7% respectively. In contrast,
these proportions dropped to 43.0% and 31.1% respectively when teachers did not view the
assignment reports.

When we viewed the average starting and completion rates of assignments among teachers
with at least 10 assignments, we also found generally higher average proportions of students
starting and completing the assignments among teachers with higher proportions of reports
viewed (see Figure 8).

The above results suggest that teachers’ use of the assignment report is at least associated
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with higher student participation in their assignments. Nonetheless, we are unable to exclude
the possibility that mediating factors, such as teacher quality and dedication, may explain both
teachers’ use of the assignment report and higher student participation.

To address these endogeneity concerns and move beyond correlational insights, we begin
by examining whether the encouragement prompt significantly increased teachers’ probability
of viewing the assignment report (RQ1). We then estimate causal effects using the randomized
encouragement design, allowing us to isolate the impact of report usage on student outcomes
(RQ2), specifically for the subgroup of teachers whose behavior was influenced by the encour-
agement.

4.2. RESULTS OF ENCOURAGEMENT (RQ1)

We present the results from the instrumental variable analysis in the next two subsections. We
begin with the first-stage regression in this subsection, which evaluates the strength of the en-
couragement in inducing teachers to view the assignment report, as addressed in RQ1. We
then proceed to the second-stage results in the next subsection using the instrumental variable
approach to isolate the causal effect of teachers viewing the assignment report on student out-
comes in the subsequent assignment, as investigated in RQ2.

Table 3 shows the first-stage regression results which summarize the effectiveness of the
Userflow encouragement on inducing teachers to view the first assignment report. Compared
to 62.8% of teachers in the control group viewing the report for the first assignment, 75.3% of
teachers in the encouragement group viewed the report, an increase of 12.5 percentage points
which was statistically significant. This suggests that teachers new to ASSISTments can be
encouraged to view their assignment reports.

Table 3: First-stage regression results where dependent variable is whether the teacher viewed
the first assignment report

Coefficients Estimate Std. Error t-value Pr(> |t|) Significance
(Intercept) 0.628 0.037 17.131 <2e-16 ***
encouragement 0.125 0.051 2.469 0.0141 *
Notes: Significance codes: *** (p<0.001), ** (p<0.01), * (p<0.05), . (p < 0.1)
F-statistic: 6.094 on 1 and 328 DF, p-value: 0.0141

4.3. RESULTS OF INSTRUMENTAL VARIABLE ANALYSIS (RQ2)

As shown in Table 3, the first stage F-statistic is 6.09, which falls below the commonly used
rule-of-thumb threshold of F > 10 proposed by Staiger and Stock (1997) to determine weak
instruments. According to Stock-Yogo critical values (Stock and Yogo, 2005), using two-stage
least squares (2SLS) inference in this context would be at risk of 20% to 25% maximal size
distortion. As highlighted in section 3.4.1, we also employ the following two methods for infer-
ence:

• Anderson and Rubin (AR) test: The AR test is robust to weak instrument, providing
valid inferences even when the first-stage relationship is weak. Furthermore, Keane and
Neal (2024) and Andrews et al. (2019) recommend using the Anderson-Rubin (AR) test

17
264 Journal of Educational Data Mining, Volume 17, No 1, 2025



over the traditional two-tailed t-test in two-stage least squares (2SLS), even with strong
instruments.

• Fuller(1) minimum-bias estimator: While the AR test allows us to test for the presence
of an effect, a point estimate is not readily available. The Fuller(1) estimator provides
point estimates and has been shown to perform well in simulations (Andrews and Arm-
strong, 2017). Nonetheless, Fuller(1) cannot fully eliminate issues associated with weak
instruments and can still lead to imprecise causal estimates. Thus, we interpret the point
estimates obtained with caution.

While the use of stage 1 encouragement as a weak instrument raises concerns, applying
the AR test and the Fuller(1) estimator helps mitigate some of these issues. Moreover, Angrist
and Kolesár (2024) suggest that for just-identified single-variable instrument settings—like ours,
with one instrument (encouragement) and one endogenous variable (viewing the report)—standard
inference methods are generally reliable.

4.3.1. Causal impact on students starting the second assignment (RQ2a1, RQ2a2)

From Tables 4 and 5, we observe that teachers viewing the first assignment report has a positive
impact on both the proportion of students starting the second assignment and on the probability
that a student would start the second assignment. However, these impacts are not statistically
significant.

This lack of statistical significance may stem from other coexisting teaching practices among
the teachers using ASSISTments. For example, teachers who initiate assignments with students
during class time are likely to achieve high starting rates regardless of whether they reviewed
the assignment report. Such practices could mask the measurable effect of report viewing on
students starting the assignment.

Table 4: Second-stage results where dependent variable is the proportion of students who started
the second assignment.

Anderson-Rubin Test 2SLS / Fuller(1) t-test
under F -distribution Method Estimate Std. Error t-value Pr(> |t|) Significance
F = 2.442, p-value = 0.119 2SLS 0.508 0.335 1.517 0.130
95% CI: [-0.185, 2.235] Fuller(1) 0.467 0.283 1.649 0.100
Notes: Significance codes: *** (p<0.001), ** (p<0.01), * (p<0.05), . (p < 0.1)

Table 5: Second-stage results where the dependent variable is a binary outcome indicating
whether a student started the second assignment.

Anderson-Rubin Test 2SLS / Fuller(1) t-test
under F -distribution Method Estimate Std. Error t-value Pr(> |t|) Significance
F = 0.784, p-value = 0.376 2SLS 0.104 0.116 0.896 0.370
95% CI: [-0.133, 0.332] Fuller(1) 0.105 0.115 0.916 0.360
Notes: Significance codes: *** (p<0.001), ** (p<0.01), * (p<0.05), . (p < 0.1)
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4.3.2. Causal impact on students completing the second assignment (RQ2b1, RQ2b2)

From Table 6, the Anderson-Rubin (AR) test (which is robust to weak instrument) indicates
that teachers viewing the first assignment report had a statistically significant positive impact
on the proportion of students completing the second assignment, on average, among teachers
who were successfully encouraged to view the report. As explained in section 3.4.1, the AR
test does not provide a point estimate of the magnitude of the increase in the proportion but
yields a confidence interval which has a lower bound of 2 percentage points. While this range is
wide—and the upper bound exceeds the logical maximum of 100% due to the linear probability
model—it still rules out a null effect and supports a positive impact of at least 2 percentage
points increase in completion rates.

We refer to 2SLS and Fuller(1) estimators which suggest the true proportion is much higher
than the 2%, as these estimators indicate that report viewing could lead to an increase of close
to 60% of students completing the assignment. However, this estimate appears unrealistically
high and may be an artifact of the weak instrument used. Despite this, the Anderson-Rubin test
provides confidence that the impact is positive and statistically significant.

Table 6: Second-stage results where the dependent variable is the proportion of students who
completed the second assignment.

Anderson-Rubin Test 2SLS / Fuller(1) t-test
under F -distribution Method Estimate Std. Error t-value Pr(> |t|) Significance
F = 4.092, p-value = 0.044 * 2SLS 0.635 0.343 1.851 0.065 .
95% CI: [0.022, 2.680] Fuller(1) 0.577 0.285 2.024 0.044 *
Notes: Significance codes: *** (p<0.001), ** (p<0.01), * (p<0.05), . (p < 0.1)

Interestingly, as shown in Table 7, testing the probability of a student completing the assign-
ment revealed a positive effect, though it was not statistically significant. Combined with the
large standard errors in Table 6 and the role of aggregation in teacher-level analyses in extract-
ing treatment effects, this suggests treatment heterogeneity based on the number of students a
teacher has, i.e., it suggests smaller treatment effects might be observed among teachers with
more students compared to those with fewer students.

Table 7: Second-stage results where the dependent variable is a binary outcome indicating
whether a student completed the second assignment.

Anderson-Rubin Test 2SLS / Fuller(1) t-test
under F -distribution Method Estimate Std. Error t-value Pr(> |t|) Significance
F = 0.125, p-value = 0.723 2SLS 0.044 0.123 0.356 0.722
95% CI: [-0.211, 0.281] Fuller(1) 0.046 0.121 0.379 0.705
Notes: Significance codes: *** (p<0.001), ** (p<0.01), * (p<0.05), . (p < 0.1)

To explore this further, we divided teachers into approximately equal thirds based on the
number of students they had: fewer than 22 students (113 teachers), 22 to 43 students (107
teachers), and more than 43 students (110 teachers). Table 8 shows that the encouragement
effect was minimal for teachers in the top third (teachers with more than 43 students), where
approximately three-quarters of teachers viewed the assignment report regardless of their group
(control or encouragement). This high baseline viewing rate in both groups in the top third
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resulted in limited variation in the instrument (encouragement assignment), making it infeasible
to reliably estimate treatment effects for compliers in this subgroup using 2SLS, AR, or Fuller(1)
estimators.

Table 8: Teacher and Student Engagement in Assignments Based on Student Groups

Proportion of Teachers who Viewed Average Proportion of Students who
the First Assignment Report Completed Second Assignment

Number of Students Control Encouragement Average Control Encouragement Average
More than 43 75% 77% 76% 54% 49% 51%
22 to 43 70% 84% 78% 44% 53% 49%
Less than 22 48% 63% 55% 29% 45% 36%
Overall 63% 75% 69% 41% 49% 45%

Focusing on the bottom two-thirds (teachers with fewer than 44 students) revealed a stronger
impact of encouragement on report viewing. However, the encouragement is still not consid-
ered a strong instrument, as the corresponding first-stage F-statistic is only 6.98—below the
commonly used rule-of-thumb threshold of F > 10 proposed by Staiger and Stock (1997). This
value can be readily reproduced by rerunning the first-stage regression shown in Table 3.

Nonetheless, as demonstrated in Tables 9 and 10, both the Anderson-Rubin (AR) test and
the Fuller(1) estimator suggest that viewing the first assignment report has a statistically signif-
icant and more pronounced positive effect on the proportion of students completing the second
assignment among teachers with smaller class sizes (i.e., after excluding those in the top third
by student count). The lower bound of the 95% confidence interval from the AR test is 0.245,
indicating that the estimated effect of teachers’ report viewing is at least a 24.5 percentage point
increase in completion rates for this subgroup. In addition, the probability that a student com-
pleted the assignment was also statistically significant, indicating that when teachers in smaller
classes viewed the assignment report, their students were approximately 60 percentage points
more likely to complete the assignment.

Table 9: Second-stage results (for non-large sample) where the dependent variable is the propor-
tion of students who completed the second assignment.

Anderson-Rubin Test 2SLS / Fuller(1) t-test
under F -distribution Method Estimate Std. Error t-value Pr(> |t|) Significance
F = 7.475, p-value = 0.007 ** 2SLS 0.819 0.373 2.195 0.029 *
95% CI: [0.245, 2.962] Fuller(1) 0.740 0.309 2.391 0.018 *
Notes: Significance codes: *** (p<0.001), ** (p<0.01), * (p<0.05), . (p < 0.1)

Table 10: Second-stage results (for non-large sample) where the dependent variable is a binary
outcome indicating whether a student completed the second assignment.

Anderson-Rubin Test 2SLS / Fuller(1) t-test
under F -distribution Method Estimate Std. Error t-value Pr(> |t|) Significance
F = 44.517, 2SLS 0.635 0.104 6.108 1.10 ×10−09 ***
p-value = 2.845 ×10−11 *** Fuller(1) 0.632 0.103 6.126 9.82 ×10−10 ***
95% CI: [0.443, 0.856]
Notes: Significance codes: *** (p<0.001), ** (p<0.01), * (p<0.05), . (p < 0.1)
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4.3.3. Causal impact on value-added scores in the second assignment (RQ2c)

Table 11 shows negligible impact from teachers viewing the first assignment report on stu-
dents’ value-added scores in the second assignment. Since value-added scores compare stu-
dents’ performance to that of peers who completed the same problems in the past, significant
improvements are understandably challenging to achieve. This makes the lack of a large effect
unsurprising, as substantial performance gains between two assignments are likely unrealistic.
Nonetheless, the observed positive, though not statistically significant, effect is reassuring.

Table 11: Second-stage results where the dependent variable is a continuous outcome on value-
added scores for the second assignment.

Anderson-Rubin Test 2SLS / Fuller(1) t-test
under F -distribution Method Estimate Std. Error t-value Pr(> |t|) Significance
F = 0.116, p-value = 0.733 2SLS 0.027 0.080 0.342 0.733
95% CI: [-0.136, 0.183] Fuller(1) 0.028 0.079 0.357 0.721
Notes: Significance codes: *** (p<0.001), ** (p<0.01), * (p<0.05), . (p < 0.1)

5. DISCUSSION

The findings from this study highlight the nuanced effects of teachers’ viewing and use of the
assignment reports in an intelligent tutoring system (ITS) on student assignment outcomes. It is
important to note that the treatment effects which are estimated apply only for teachers who may
be successfully encouraged to use the assignment report, and should be interpreted in the context
of other coexisting teaching practices. While the overall impact of viewing the first assignment
report on student outcomes on the next assignment was mixed, some key patterns emerged that
enhance our understanding of ITS integration in teaching practices.

Impact on student starting and completion rates. The most robust finding in the study
was that viewing of the first assignment report can positively impact the proportion of students
that complete the next assignment. This effect, as validated by the Anderson-Rubin test, demon-
strates its use as a monitoring tool to increase student participation in their work. Nonetheless,
the unexpectedly high estimate from the Fuller(1) estimator suggests caution in interpreting the
magnitude of this effect, as it may be inflated due to the weak instrument. While the impact
on the proportion of students starting the next assignment was not statistically significant, this
effect may be masked by coexisting teaching practices, such as initiating the assignment during
class time.

Encouragement heterogeneity. An unplanned but noteworthy observation emerged regard-
ing the heterogeneity in impact of encouragement on teachers’ use of the assignment report.
Teachers with a larger number of students were more likely to use the assignment report regard-
less of their assignment to the encouragement or control group. This suggests that these teachers
may already rely on ITS features, such as reports, to manage the complexity of teaching larger
classes effectively. Future studies using randomized encouragement designs to examine ITS
features should consider excluding such teachers as a population of interest, as their baseline
use of these tools may confound the estimation of treatment effects.
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5.1. IMPLICATIONS FOR TEACHERS

The results support the conclusion that teachers who engage with the learning analytics reports
provided by intelligent tutoring systems (ITS) achieve improved student outcomes, particularly
in assignment completion rates. The observed increase in completion rates, combined with
prior research on ITS improving next-problem correctness, suggests potential for cumulative
benefits over time. Although the analysis revealed negligible impact on value-added scores for
the second assignment—unsurprising given the challenge of achieving significant performance
gains between two assignments—the positive, albeit statistically insignificant, effect points to
the potential for sustained teacher use of assignment reports to drive incremental improvements
in long-term student learning outcomes.

5.2. CONTRIBUTIONS TO RESEARCH

This study provides causal evidence of the benefits of teachers’ engagement of the learning an-
alytics report in ITS. By leveraging a large-scale randomized encouragement design, we were
able to isolate the causal impact of report viewing on student outcomes, particularly on improv-
ing assignment completion rates. These findings contribute to the growing body of evidence
demonstrating that teachers’ use of ITS data can positively impact student outcomes. More im-
portantly, this study underscores the critical role of teachers within the ITS ecosystem to enhance
student learning in schools.

5.3. LIMITATIONS

The findings of this study are specific to ASSISTments and may not generalize well to other ITS
platforms with different user interfaces or assignment report features. Additionally, the profiles
of teachers and students using ASSISTments may differ from those using other ITS platforms,
limiting the applicability of the results. Moreover, this study focuses solely on the impact of
report viewing for the first assignment on student outcomes in the next assignment. Sustained
use of the report is unlikely to produce similar gains over time but may help maintain outcomes.

Furthermore, due to the limitations of the randomized encouragement design, the findings
are most relevant for teachers who can be successfully encouraged to view the assignment report
(compliers). It is important to note that while we are unable to estimate the effect of report
viewing for teachers who already use the report (always-takers) or those who choose not to use
it (never-takers), this does not imply there is no effect. Rather, the study design does not allow
us to detect these effects.

In addition, the instrument used in the encouragement condition was relatively weak, as in-
dicated by low first-stage F-statistics. While the resulting estimates on completion rate remain
valid under the Anderson–Rubin test, weak instrument bias may still affect both the magnitude
and precision of the estimated local average treatment effect (LATE). Consequently, the esti-
mated treatment effects should be interpreted with caution and understood as conservative given
the weak instrumentation.

Finally, the study revealed heterogeneity in teachers’ responsiveness to the encouragement
— especially among those with more students — suggesting that these teachers tended to en-
gage with assignment reports at higher rates regardless of encouragement assignment. In other
words, they are likely overrepresented among always-takers. Their inclusion in the estimation
sample may attenuate the estimated LATE, as it averages over subgroups with heterogeneous
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gains from treatment. The subsequent post-hoc analysis excluding these teachers yielded higher
treatment effects, suggesting that the original estimates may have been biased downward due to
selection on gains. As discussed in Angrist (2004), when treatment effects are heterogeneous
and compliance is endogenous, the LATE may not generalize beyond the complier subgroup,
and selection on gains can distort causal inference. This underscores the importance of carefully
defining the estimation sample and targeting the encouragement to subpopulations with greater
margin for behavioral change in future randomized encouragement designs.

5.4. FUTURE RESEARCH

Building on the findings of this study, several areas for future research can be explored. The
choice of encouragement in this study resulted in a valid but weak instrument. Future stud-
ies could test stronger modes of encouragement, such as email reminders with direct links to
assignment reports, while excluding teachers with a large number of students from the study
population. These adjustments may help produce more robust estimates of treatment effects in
a randomized encouragement design.

Although this mode of encouragement significantly increased the proportion of overall teach-
ers using the assignment report, the instrument’s weakness suggests the need for alternative ap-
proaches. Targeting teachers experienced in ASSISTments with stronger encouragement strate-
gies may provide additional insights. Future research could examine how impacts on student
outcomes vary based on these teachers’ usage profiles, considering factors such as whether
assignments were primarily used as homework or classwork, or whether teachers focused on
student-level details (e.g., individual performance) versus problem-level details (e.g., problem
charts) when interacting with assignment data.

Finally, future studies could investigate other modes of teacher engagement with ITS, such as
providing feedback on students’ open responses, to further understand how different aspects of
teacher involvement contribute to improved student outcomes. This would offer a more holistic
perspective on the critical role of teachers within the ITS ecosystem.

6. CONCLUSION

This study provides causal evidence of the benefits of teachers’ engagement with learning analyt-
ics reports in intelligent tutoring systems (ITS). Using a large-scale randomized encouragement
design, we demonstrated that teachers who were successfully encouraged to view assignment re-
ports positively influenced student assignment completion rates. Although the impact on value-
added scores was negligible, the findings highlight the potential for incremental improvements
through sustained use of the report.

These results underscore the critical role of teachers within the ITS ecosystem and empha-
size the importance of designing ITS platforms that recognize the importance of the teacher’s
role in the ITS ecosystem in supporting student learning. Although the findings are specific to
ASSISTments, they contribute to the growing body of research that advocates teacher engage-
ment with ITS data as a key factor in improving student outcomes.
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