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In this paper, we present an extended evaluation of a course recommender system designed to support
students who struggle in the first semesters of their studies and are at risk of dropping out. The sys-
tem, which was developed in earlier work using a student-centered design, is based on the explainable
k-nearest neighbor algorithm and recommends a set of courses that have been passed by the majority of
successful neighbors, that is, students who graduated from the study program. In terms of the number of
recommended courses, we found a discrepancy between the number of courses that struggling students
are recommended to take and the actual number of courses they take. This indicates that there may be
an alternative path that these students could consider. However, the recommended courses align well
with the courses taken by students who successfully graduated. This suggests that even students who are
performing well could still benefit from the course recommender system designed for at-risk students.
In the present work, we investigate a second type of success—a specific minimum number of courses
passed—and compare the results with our first approach from previous work. With the second type, the
information about success might be already available after one semester instead of after graduation which
allows faster growth of the database and faster response to curricular changes. The evaluation of three
different study programs in terms of dropout risk reduction and recommendation quality suggests that
course recommendations based on students passing at least three courses in the following semester can
be an alternative to guide students on a successful path. The aggregated result data and results explo-
rations are available at: https://kwbln.github.io/jedm23.
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1. INTRODUCTION

In the last decades, universities worldwide have changed a lot. They offer a wider range of
degree programs and courses and welcome more students from diverse cultural backgrounds
as exemplified by the increasing number of study programs in English in continental Europe.
Further, teaching and learning at school differs from teaching and learning at university. Some
students cope well and keep the same academic performance level at university as at school.
Others struggle, perform worse, and might become at risk of dropping out (Neugebauer et al.,
2019). The drop-out rates in recent years of Bachelor’s programs in Germany have ranged
between 42 and 53%, depending on the year in question and whether the students are native or
foreign students (Heublein et al., 2022).

A significant proportion of students abandon their studies prematurely: 47% of dropouts
occur in the first or second semester of their Bachelor’s programs, as indicated by Heublein
et al. (2017). This statistic is confirmed by our data, which shows that 56% of the dropouts
drop out within the initial two semesters. Hence, the course recommendations presented in this
study are designed to support students with difficulties after their first and second semesters.
The goal in creating such a system is to integrate it into new facilities that universities may set
up to support their diverse student better.

At the beginning of each semester in some countries, like Germany, students must decide
which courses to enroll. When entering university directly after high school for their first se-
mester, most of them decide to enroll in exactly the courses planned in the study handbook. The
decision becomes more difficult when students fail courses in their first semester and should
choose the courses to enroll in their second semester: Should they repeat right away the courses
they failed? Which courses planned for the second semester in the study handbook should they
take? Should they reduce the number of courses they enroll to have a better chance of passing
them all? Should they take more courses to compensate for the courses they failed? The study
handbook does not help answer these questions.

Previous research has shown that most students rely on friends and acquaintances as one
source of information when deciding which courses to enroll (Wagner et al., 2021). Further,
students wish to have explanations if courses are recommended to them. The recommender
system presented in this paper is based on the k-nearest neighbors algorithm (KNN) and sup-
ports students in choosing which courses to take before the semester begins: it recommends to
students the set of courses that the majority of their nearest successful neighbors have passed.
Depending on the number of neighbors and the number of features, KNN can be considered as
an explainable algorithm (Molnar, 2023).

Nearest neighbors are students who, at the same stage in their studies, have failed or passed
almost the same courses with the same or very similar grades. The system does not recommend
top n courses as other systems do, e.g. those done by Ma et al. (2020), Morsy and Karypis
(2019), Pardos et al. (2019), and Pardos and Jiang (2020). Rather, it recommends an optimal
set of courses, and we assume that a student should be able to pass all the courses in that set.
Because the recommendations are driven by the past records of successful students, we also
pose the hypothesis that students who follow the recommendations should have a lower risk of
dropping out. Using historical data, we evaluated the recommendations given after the first and
second semesters. Although the recommendations are designed to support struggling students,
every student can have access to them. The recommendations should show a different, more
academically successful way of studying for struggling students and therefore differ from the
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courses that they pass or enroll.

This work extends our previous work (Wagner et al., 2023) by exploring two types of student
success: 1) graduation at the end of the study program as we defined success in our previous
work and 2) a specific minimum number of courses passed during the semester; we investigate
different numbers. Type 2 offers a key advantage: student data can be used sooner because there
is no need to wait six semesters to know if a student has been successful. The database would
thus grow faster and changes in the curriculum could be taken into account in a timelier manner.
Thus, the primary aim of our extension is to evaluate whether the results differ if successful
students are only those who graduate or those who pass a specific minimum number of courses
in a semester, and whether an optimal minimum number of courses passed can be determined.
More precisely, this paper addresses the following research questions:

RQ1: How large is the intersection between the set of courses recommended and the set of
courses a student has passed?

RQ2: How many courses are recommended?

RQ3: Does the number of courses recommended differ from the number of courses passed and
enrolled in by students?

RQ4: Do the recommendations lower the risk of dropping out?

RQS: Do the different approaches to define successful students give statistically significant
different recommendations results?

Our objective is to change the prediction of students who will actually drop out to graduate,
resulting in a lower recall rate. However, the recall for actual graduates should still be high.
Change in recall and dropout risk are interconnected. For all questions, it is relevant whether
there is a difference between students with difficulties and students with good performance, as
well as between study programs and semesters across all types of successful students.

The paper is organized as follows. The next section describes related work. In Section 3,
we present our data, how we filtered the data records and represent the data. In Section 4,
we describe the methodology of the course recommendations and how we employ the two-step
dropout risk prediction. The results and their discussion are presented along with the research
questions in Section 5. The last section concludes the paper and discusses limitations as well
as future work. To make this article self-contained, the sections repeat the descriptions and
explanations already presented (Wagner et al., 2023).

2. RELATED WORK

DROPOUT PREDICTION. Since our work aims to support students at risk of dropping out,
it is necessary for us to be able to assess students’ risk. Researchers have used various data
sources, representations, and algorithms to address the task of predicting dropout. Academic
performance data quite often form the basis; adding demographic data does not inherently lead
to better results (Berens et al., 2019) but has been done, for example, by Aulck et al. (2019),
Berens et al. (2019), and Kemper et al. (2020). The data can be used as features or aggregated
into new features. In terms of the algorithms used for dropout prediction, they range from
simple, interpretable models such as decision trees, logistic regression, and KNN (Aulck et al.,
2019; Berens et al., 2019; Kemper et al., 2020; Wagner et al., 2023) to black-box approaches
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such as AdaBoost, random forests, and neural networks (Aulck et al., 2019; Berens et al., 2019;
Manrique et al., 2019) — there is no algorithm that performs best in all contexts. Since the
current study examines the impact of course recommendations on predicted risk, we only use
courses and their grades as features when predicting dropout in Section 4.3.

COURSE RECOMMENDATIONS. A variety of approaches to course recommendation have
been explored in recent years. Urdaneta-Ponte et al. (2021) provided an overview of 98 stud-
ies published between 2015 and 2020 and related to recommender systems in education. They
answered the questions, among others, about what items were recommended and for whom the
recommendations were intended. Course recommendations were found to be the second most
common research focus, with 33 studies after learning resources with 37 studies, and 25 of these
articles were aimed at students. Ma et al. (2020) first conducted a survey to identify the fac-
tors that influence course choice. Based on this, they developed a hybrid recommender system
that integrates aspects of interest, grades, and time into the recommendations. The approach
was evaluated with a dataset that contained the results of 2,366 students from five years and 12
departments. They obtained the best results in terms of recall when all aspects were included,
but with different weights. Morsy and Karypis (2019) analyzed their approaches to recommend
courses in terms of their impact on students’ grades. Based on a dataset that includes 23 ma-
jors with at least 500 graduate students of 16 years, the authors aim to improve grades in the
following semester without recommending easy courses only. Elbadrawy and Karypis (2016) in-
vestigated how different student and course groupings affect grade prediction and course recom-
mendation. The objective was to make the most accurate projections possible. Around 60,000
students and 565 majors were included in the dataset. The list of courses from which recommen-
dations were derived was pre-filtered by major and student level. This limitation is comparable
to our scenario, in which students choose courses depending on their study program. None of
these works has the primary aim of supporting struggling students when enrolling in courses.

OUR CONTRIBUTION. The idea of building a recommender system to support struggling stu-
dents in their course enrollment, based on the paths of fellow students with the potential to
provide explanations, came from the insights gained from a semi-structured group conversation
with 25 students (Wagner et al., 2021). We propose a novel, thorough approach to evaluate such
a recommender system that includes the following characteristics:

— Studies have shown that course recommendations can have an impact on students perfor-
mance. However, students at risk were not the focus. We employ a two-step dropout risk
prediction to determine whether the recommendations reduce dropout risk.

— We recommend a set of courses, not top n courses; therefore, we evaluate not only that the
passed courses contain the recommended courses — similar to other evaluations (Elbadrawy
and Karypis, 2016; Ma et al., 2020; Morsy and Karypis, 2019) — but also that the recom-
mended courses contain the courses that students have passed using the F1 score.

— We evaluate whether the number of recommended courses is adequate.

— We examine whether defining success as passing a specific minimum number of courses in
a semester is an alternative to graduation to calculate the recommended courses.
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3. DATA

Anonymized data from three six-semester bachelor programs at a medium-sized German uni-
versity were used to develop and evaluate the course recommender system: Architecture (AR),
Computer Science and Media (CM), and Print and Media Technology (PT). These three pro-
grams differ not only in their topic but also in the number of students enrolled. This data was
handled in compliance with the General Data Protection Regulation (GDPR) after seeking guid-
ance from the university’s data protection officer.

To graduate, students must pass all mandatory courses as well as a program-specific number
of elective courses. The study handbook provides an optimal schedule and indicates for each
course in which semester it should be taken. In the study programs AR and CM, elective courses
are scheduled in the fourth and fifth semesters, while they are scheduled from the third semester
in program PT. Students may follow the optimal schedule or not—at any time in their studies,
students are allowed to choose courses from all offered courses. In addition, students have
the option to enroll in courses without necessarily taking the corresponding exams. In such
instances, no grade is assigned, but the enrollment is still documented.

3.1. DATA FILTERING

The initial dataset consisted of 3,475 students who started their studies from the winter semester
of 2012 to the summer semester of 2019. It contained a total of 72,811 records, which included
information on course enrollments and examination outcomes during this timeframe. We filtered
the data in three steps:

1. We only used data about the academic performance from students with at least one record,
that is, passed, enrolled, or failed in one course, in each of their first three semesters
since we need at least one record to evaluate the course recommendations for individual
students.

2. We identified outliers in terms of the number of courses passed. At our university, students
can receive credit for courses completed in previous study programs; in our data, these
credits are not distinguishable from credits earned by enrolling in and passing a course,
but they can result in a large number of courses passed, much more than anticipated in
the study handbook. We detected these outliers based on the interquartile range. For each
study program and each semester (1-3), we calculated the upper bound for the number
of courses passed as follows: Q3 + 1.5(Q3 — Q1) with @; as the 25th percentile and Q3
as the 75th percentile. This upper bound is similar to the upper fence in a boxplot and
distinguishes inliers from outliers in the data. Students who passed more courses in at
least one of the three semesters were removed from the dataset, accordingly.

3. We removed data from students who were still studying at the time of data collection, since
we need to know if a student dropped out or graduated to evaluate the dropout prediction
models and calculate the dropout risk.

The final dataset included 1,366 students who either graduated (graduates, status G) or dropped
out (dropouts, status D) and 22,525 enrollment and exam records. For the programs AR and
CM, we had similarly sized data sets with 578 and 527 students, but only 261 students for the
PT program (Table 3).
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3.2. ACADEMIC PERFORMANCE

In Figure 1, we visualize the aggregations in terms of grades and number of courses enrolled in
and passed depending on the study program, semester, and student status. The vertical lines in
the plot represent the interquartile range in which the middle 50% of the data points are located.
Figure 1a gives the median grades per study program and semester based on the median grades
of each student. For the aggregation of the grades for each student, we included all courses with
an exam result, that is, the courses that have been passed and the courses that have been failed.
The grading scale is [1.0, 1.3, 1.7, 2.0, 2.3, 2.7, 3.0, 3.3, 3.7, 4.0, 5.0], with 1.0 being the best,
4.0 being the worst (just passed), and 5.0 means fail. It can be seen that the median grades of the
students who dropped out (color-coded in orange) were higher, indicating weaker performance,
compared to the median grades of students who graduated (color-coded in green). Figure 1b
gives the median number of courses per study program and semester based on the absolute
numbers of each student per study program and semester. It can be observed that students who
dropped out enrolled in a similar number of courses as students who graduated (depicted on the
left, colored by student status), but passed fewer courses (depicted on the right, color-coded by
student status).

Median Grades Number of Courses Enrolled Number of Courses Passed
54 7 } J
44 4

z'f&&fiw++i5ff ] _

14 0 k
AIIM AIIRZ AII?3 CI\I/IICI\I/IZCI\IA3 P'i'l P'i'Z P'i'3 Allﬁl AFIQ AFIB CI\I/Il CI\I/IZ CI\I/I3 P'i'l P+2 P+3 Allil AIIQZ AII23 Cl\l/ll CI\I/IZ CI\I/IS P';'l P+2 P+3
Dropouts - 4p++ Graduates Dropouts -4+ Graduates
(a) Median grades. (b) Median number of courses enrolled in and passed.

Figure 1: Distribution of the academic performance in terms of median grades (a) and number
of courses enrolled in and passed (b) by program and semester; color-coded by student status.
For example, AR1 means program Architecture (AR) semester 1. The vertical lines in the plot
represent the interquartile ranges in which the middle 50% of the data points are located.

4. METHODOLOGY

This section provides the representation of the data and the course recommender system that
is based on success. It also outlines the general approach and the utilization of two types of
successful students. The subsequent explanation covers the two-step dropout prediction process,
including the training, optimization, and selection of models for the Step 1 Dropout Prediction,
as well as the execution of the Step 2 Dropout Prediction. Figure 2 gives an overview of how
the respective parts of the work are connected.
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Figure 2: Overview of the processes presented in this paper. The actual performance data are used
in two main ways: first, for generating course recommendations, and second, for Step 1 of the
dropout prediction. In Step 2 of the dropout prediction, the actual academic performance data is
combined with the course recommendations to assess the impact of the course recommendations
on the dropout risk. Research questions 1 to 3 focus exclusively on course recommendations,
research question 4 refers to the predicted risk of dropping out, and research question 5 includes
the results of both parts.

4.1. DATA REPRESENTATION

It is possible for a student to have multiple records for the same course in different semesters.
For example, a student may enroll in a course in the first semester but not take the exam, then
fail the exam in the next semester, and finally pass the exam in a following semester. In this case,
a student has three different records for the same course in three different semesters. We assume
that the entire history of a student’s academic performance is relevant, not just the final grade
with which a course was passed. Therefore, we included the complete academic performance
history and represented each student’s academic performance by a vector of grades.

MISSING VALUES. The algorithms used for course recommendations and dropout prediction
require identical features, that is, grades in courses, for each semester and for all students. How-
ever, these algorithms cannot handle missing values, which can arise when students did not take
the exam or did not enroll in a course. Therefore, we imputed the missing grades.

A. In terms of course recommendations and dropout prediction in Step 1. If students
enrolled in a course but did not take the exam, a value of 6.0 was imputed; If they were not
enrolled at all, a value of 7.0 was imputed. This means that not enrolling (7.0) is penalized more
than enrolling but not taking the exam (6.0). The value of 6.0 aims to indicate that the students
have engaged with the course, regardless of the specific duration of their participation. For
example, they may have dropped out of the course some time during the semester, or they may
have completed the course but did not take the exam, for example, due to insufficient preparation
time.

B. In terms of the dropout prediction in Step 2. If we had an actual grade in the data
records for that student and a recommended course, we used this grade. If we had no grade, we
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Table 1: Example of the relevant data for similarity calculation for one student with five neighbors
after the second semester. The columns show the courses the students were enrolled in the first
two semesters, e.g., MO1, M02, till M13, and the calculated Euclidean distance from student O
to their neighbors (Dist). Row #0 represents student 0 who will receive a recommendation, and
rows 1 to 5 represent the five nearest neighbors of this student. The cells show their grades with
color coding; 6.0 and 7.0 are imputed to replace missing values.

Semester 1 Semester 2
# M01] M02| M03| Mo4 | Mos| M08 M09 | M10 | M11|M12 | M13 | Dist
Student[0] 2.3 | 2.3 | 2.0 23] 20] 3.0 [FRIRNY 27| 20
Neighbors|1]| 2.0 | 2.0 | 2.0 30 27| 23] 14
2| 20| 27| 20| 17] 27 13 27 [ 17| 15
3007 20] 27 17] 20] 17 27| 20 B 23] 17] 16
4l 20| 27] 20] 20] 27 30| 20 17
5] 20] 27] 20 [J8] 30 23| 27|19

Color legend: [N 1.7 2.0 2.3 2.7 3.0 3.3/ 3.7 0] 6.0 7.0

predicted a grade by imputation of the average of two medians: the median of all the grades that
we know about from the student and the median of the historical grades for that course. This
imputation rests on the strong assumption that underpins our recommendations as we explain in
Section 4.2.1: the majority vote of the k-nearest neighbors yields a set of courses that a student
can pass. We evaluated this prediction of grades using the actual known grades and obtained
a Root Mean Square Error (RMSE, lower is better) of 0.634, which is comparable with RMSE
scores from 0.63 to 0.73 to other studies in that field (Elbadrawy and Karypis, 2016; Polyzou and
Karypis, 2016). For courses that were not recommended, we imputed a value of 7.0, following
the same imputation method used when a student was not enrolled in any course, as in A.

EXAMPLE. Table 1 illustrates the vector representation of six students for their first two se-
mesters of study. Note that courses where all students have a grade of 7.0 are not shown. During
the first semester, student O and their five neighbors passed all the courses in which they were
enrolled with grades between 1.3 and 3.0. During the second semester, student 0 and neigh-
bor #3 both did not pass course M11, receiving a grade of 5.0. Neighbor #5 did not take the
exam of course M11 and a grade of 6.0 was imputed.

4.2. COURSE RECOMMENDATIONS

4.2.1. Proposed Algorithm

The course recommender system is based on a KNN classifier and recommends courses to a
student based on the courses passed by the student’s neighbors. The neighbors of a student are
calculated once and, on their basis, the classification can be made for all courses: if the majority
of the neighbors classify a course as passed for semester ¢ + 1, it is recommended to the student
for semester t+1. Since we classified all courses passed by any neighbor of a student in semester
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t+1, we got two sets for a student: recommended courses and not recommended courses. Given
the possibility of recommending a course that the student has already passed, we removed those
courses from the recommendation if present. We recommended courses for all 1,366 students to
have the largest possible database to evaluate the recommendations.

FEATURES. The features used to calculate the similarity between the students correspond to
the features presented in Section 4.1. To generate course recommendations for the second se-
mester, the neighbors were calculated based on the academic performance of their first semester,
and the courses were recommended according to the majority of the neighbors in their second
semester. Similarly, to generate the course recommendations for the third semester, the neigh-
bors were calculated based on the academic performance of the first and second semesters, and
the courses were recommended according to the majority of the neighbors in their 3rd semester.

PARAMETERS. Two parameters have to be chosen for the nearest-neighbor algorithm: the
metric to calculate the distance to neighbors and the number of neighbors k. We selected the
Euclidean distance as the distance metric for calculating the distances between the students
since this is a well-known metric that should serve the understanding of the approach on the
part of the students. The neighbors provide students samples of other students’ enrollment and
passing experiences, which students look for when enrolling (Wagner et al., 2021). The course
recommendations are affected by the number of neighbors, k. We chose a value of k£ = 5 as it
was considered suitable to reduce the risk of dropping out in Step 2 of the dropout prediction
(Wagner et al., 2023). Building on our previous work and to reduce complexity, we limit our
research in this paper again to k& = 5 neighbors which matches the number of similar people
used by Du et al. (2017) in their first series of user interviews.

EXAMPLE. Table 2 presents the actual grades or imputed values for the courses in which the
six students from Table 1 were enrolled during their third semester, the semester for which
the course recommendation was generated in this example. To enable the comparison between
student 0’s actual grades and the course recommendations, the actual grades for student O are
shown (in italics). The recommended courses based on the nearest neighbor classification are
M14, M15, M16, M18, and M19 (highlighted in blue). M14, for example, was recommended
since the five neighbors passed M14 with grades between 1.7 and 3.0. M11 was not recom-
mended since only neighbor #3 passed the course M11 with a grade of 2.7. However, student 0
actually passed M11 in semester 3 with a grade of 4.0. M17 was not recommended, as only two
neighbors passed the course. Student O actually did not enroll in M17, so a 7.0 was imputed to
represent the data point. M18 was recommended since four neighbors passed the course (#2 to
#5). As student O was actually enrolled in M18 in semester 3 but did not take the exam, 6.0 was
imputed.

4.2.2. Risk Reducing Approach and Baseline

As already mentioned, we investigated two types of successful students: 1) graduated students
GN and 2) all students AN;—graduated students and students who dropped out—with a mini-
mum number of 7 passed courses in the semester. As a baseline for comparison, we used the data
of all neighbors AN without a minimum number of courses passed as done in our previous work
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Table 2: Example of the course recommendation for student O from Table 1 for the 3rd semester
based on the five nearest neighbors. Recommended courses are highlighted in blue. The cells
show their grades with color coding; 6.0 and 7.0 are imputed to replace missing values. The
actual grades of student 0 in semester 3 are given for comparison and highlighted in italics. Note
that in this case, the course recommendations do not align with the actual results of student O:
M11 was not recommended but passed with a grade of 4.0 and M18 was recommended but
student O did not take the exam, indicated by 6.0.

Semester 3
IV M4 M1s M1 [URE M1 M19
Student 0 17| 20| 20 70
Neighbors|1| 7.0 | 17 | 20 | 20 | 7.0 JEI
270 30 27 [ 1730 17 27
3 27202070 ]70] 20 33
470 20| 20 20 [13] 20 30
5170 17 17 20 70 27 37

Color legend: [[HUNINS] 1.7 2.0 2.3 2.7 3.0 3.3 3.7 0K 6.0 7.0

(Wagner et al., 2023). The study handbook indicates five or six courses, depending on the study
program and the semester, as the number of courses that students should take in a semester.

We determined the largest minimum number of courses passed by calculating the number of
potential neighbors. Table 3 illustrates that the inclusion of all neighbors (AN) or neighbors who
have passed at least one to four courses AN;, 1 < ¢ < 4, results in a larger pool of neighbors
to select from compared to GN, which represents the pool of graduated students. The only
exception to this is program AR in semester 3. Exceptions in terms of AN, are program CM
in semester 3 with the same number of students and program AR in semester 3 with a smaller
number of students. By contrast, ANs contains fewer students than GN for all programs and
semesters, thus restricting not only the number, but perhaps also the diversity of the students
included to generate the recommendations, which we think would be a too strong limitation.
Therefore, we exclude this set of neighbors from our analysis.

In the following, we distinguish the subsequent neighbortypes: AN, ANy, AN,, ANj, ANy,
and GN. AN and GN of the current work are identical to AN and GN of the approaches in
our previous work; AN;, AN,, AN;, and AN, are new to the present work. As mentioned
in the introduction, using AN; for some ¢ between 1 and 4 instead of GN would result in a
recommender system that could reflect changes in the curriculum in a more timely manner.

4.3. DROPOUT RISK PREDICTION

The dropout prediction, a classification problem, was performed using the following two steps:
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Table 3: Number of students by program: number of all students (All, D: dropped out, G: grad-
uated), by student status (D, G), and by semester (S: 2, 3) depending on the minimum number
of courses passed (0-5). Column G gives the number of students for neighbortype GN, column 0
for AN, and columns 1 to 5 give the number of students for the neighbortypes ANj.

Minimum Number of Courses Passed

Program | All (D+G) D G S 0 1 2 3 4 5
AR 578 134 | 444 2 | 578 560 538 506 457 358
3 | 578 530 506 477 441 382
CM 527 21 | 306 2 | 527 454 414 382 328 258
3 | 527 403 375 346 306 235
PT 261 58 | 203 2 | 261 247 235 227 213 165
31261 236 230 220 206 181

Step 1: Models were trained, optimized, and evaluated using the actual enrollment and exam
information to predict the two classes of the student status: dropout (D) or graduate (G).

Step 2: We used the best model from Step 1 but replaced the data from the relevant semesters
based on the course recommendations to predict dropout for the students in the test sets.

OUR DEFINITION OF DROPOUT RISK. The term dropout risk refers to the percentage of
students in the test set who actually dropped out (as indicated in the Risk column of Table 4) or
are predicted to drop out in Step 1 or Step 2. To determine whether the recommended courses
help to reduce the dropout risk, we compare the predicted dropout risk P; from Step 1 with the
predicted dropout risk P, from Step 2 (Table 9). The goal is for P, to be less than P;.

4.3.1. Step 1 Dropout Prediction

For Step 1, models were trained and optimized using actual enrollment and exam information to
predict the two classes of the student status: dropout (D) or graduate (G). The best models were
selected for the prediction of the dropout in Step 1.

FEATURE SET. Similarly to the course recommendations, the features we used to train the
dropout prediction models in Step 1 correspond to the features presented in Section 4.1. The
dropout prediction after the second semester was based on the academic performance of the first
semester and the second semester, and the dropout prediction after the third semester was based
on the academic performance of the first, second and third semesters. It is important to mention
that our prediction did not focus on whether the students dropped out specifically after the first
or second semester, but rather on whether they dropped out at some point or completed their
studies.
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Table 4: Number of students and dropout risk by program (AR, CM, PT), train and test data set
(Set), and student status (D: dropouts, G: graduates, All = dropouts + graduates). The percentage
of dropouts in the test dataset is used as risk indicator (Risk = dropouts / all). The percentage of
dropouts in the training dataset is given for comparison.

Student Status Actual Dropout Risk

Program Set D G All (D+G) Percentage D/All
AR Train 91 371 462 19.7% 91/462
Test 43 73 116 37.1% 43/116

CM Train 154 267 421 36.6% 154/421
Test 67 39 106 63.2% 67/106

PT Train 37 171 208 17.8% 37/208
Test 21 32 53 39.6% 21/53

All | 413 953 1,366 30.2% 413/1,366

TRAIN-TEST SPLIT. For dropout risk prediction, the data sets were sorted by the start of their
study and split into 80% training data and 20% test data (Table 4), so the prediction evaluation
was done based on students who started their studies last. The sorting is performed on the basis
of the start date to reflect the real-world scenario. The students who have recently started their
studies are the ones about whom we have the least information and these are the students for
whom the predictions are specifically intended. Therefore, we used the data from these students
to assess the effectiveness of the models. With this train-test split of the data, the dropout rate
in the test data is typically higher than in the training data because it usually takes six semesters
to know whether a student will graduate, whereas many students drop out of their studies much
earlier. In addition, it is important to exclude currently active students to evaluate the prediction,
as the final status of the students is needed. This exclusion had already taken place during the
general data filtering, as explained in Section 3. As an example, the actual dropout risk of the
program Architecture (AR), which represents the percentage of students who dropped out of the
test set, 1s 0.371 (43 out of 116 students), as indicated in the Risk column of Table 4.

MODEL TRAINING. We trained models for each program (AR, CM, PT) and semesters ¢ = 2
and ¢ = 3. To detect a change in the dropout risk in Step 2, the models should be as accurate as
possible, which we aimed to achieve through two approaches:

A. Training of different algorithms types. We trained the following algorithms in Python
using scikit-learn (Pedregosa et al., 2011); settings that differ from the default are listed: decision
tree (DT), LASSO (L, penalty=I1, solver=liblinear), logistic regression (LR, penalty=none, sol-
ver=lbfgs), k-nearest neighbors (KNN), random forest (RF), and support vector machine with
different kernels (SV: rbf, LSV: linear, PSV: poly).

B. Usage of different algorithm-independent approaches. Using our experience (Wag-
ner et al., 2022), we kept the default hyperparameter settings of scikit-learn, except the settings

341 Journal of Educational Data Mining, Volume 16, No 1, 2024



to obtain a specific algorithm as mentioned above, in combination with the following list of
algorithm-independent parameters.

— Feature selection by cut-off (CO):
We removed courses with too few grades and tried values between 1 and 5 as a minimum
number of grades to retain a course; a value that is too high may result in the removal of
recommended courses and thus would not be included in the dropout prediction.

— Training data balancing (BAL):
We used two common techniques: RandomOverSampler (ROS) and Synthetic Minority
Oversampling Technique (SMOTE) (Chawla et al., 2002), both implemented in imbalanced-
learn, a Python library (Lemaitre et al., 2017).

— Decision threshold moving (DTM):
Usually, a classifier decides for the positive class at a probability greater than or equal to 0.5,
but in the case of imbalanced data, it may be helpful to adjust this threshold, so, additionally
to 0.5, we checked values between 0.3 and 0.6 in 0.05 steps. Lower and higher values did
not lead to better results.

MODEL SELECTION. To emphasize that both correct dropouts and correct graduates are im-
portant for prediction of dropout risk, we evaluated models based on test data using the Balanced
Accuracy metric (BACC), defined as the mean of recall for class 1 (dropout), also known as true
positive rate, and recall for class 0 (graduate), also known as true negative rate: BACC =
(TP/P +TN/N)/2 (higher is better).

STEP 1 DROPOUT RISK. Finally, we used the best models to predict the dropout risk for
each program (AR, CM, PT) and semesters t = 2 and ¢ = 3 for comparison with the Step 2
dropout risk.

4.3.2. Step 2 Dropout Prediction

To assess the impact of the course recommendations, the previously chosen models from Step 1
were again employed to predict the status of the students in the test set (dropout or graduation)
by integrating the course recommendations.

FEATURE SET AND POSSIBLE GRADE IMPUTATIONS. The dropout prediction for the second
semester used the actual grades of the first semester and the recommendations for the second
semester, while the dropout prediction for the third semester used the actual grades of the first
and second semesters and the recommendations for the third semester. Since a course was
recommended if the majority of neighbors passed that course, we could assume that the students
were likely to pass the recommended courses.

EXAMPLE. Consider again student O in Table 1 and Table 2 for the dropout predictions in
Step 1 and Step 2. The grades and courses of the first and second semester were used for both
steps and can be found in row O of Table 1. In addition to this, the actual grades from the third
semester, that is, the courses M11, M14 to M16, and M19, were considered for the prediction in
Step 1. These grades can be found in row O of Table 2. For the prediction in Step 2, the actual
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grades from the recommended courses M14 to M16, M18, and M19 were used. This means that
the grade of 4.0 for M11 was replaced with 7.0, and the grade of 6.0 for M18 was replaced with
the actual grade obtained by the student in a later semester or imputed as described previously.

5. RESULTS AND DISCUSSION

In this section, we present an in-depth analysis of the course recommendations regarding inter-
section (RQ1) and the number of courses (RQ2 and RQ3), as well as the dropout prediction mod-
els and the changes in dropout risk per neighbortype based on the two-step prediction (RQ4).
Furthermore, we summarize the statistically significant differences between the neighbortype
GN and the other neighbortypes AN; (RQ5).

5.1. RQ1: HOW LARGE IS THE INTERSECTION BETWEEN THE SET OF COURSES REC-
OMMENDED AND THE SET OF COURSES A STUDENT HAS PASSED?

5.1.1. RQ1 Evaluation

Since the course recommendations are for each course a binary classification problem, we em-
ployed a confusion matrix for each student (Table 5) to answer research question 1. We evaluated
the recommendation for semester ¢ + 1 for each student as follows: a course recommended and
actually passed is a true positive (TP), a course recommended and actually not passed is a false
positive (FP), a course not recommended but passed is a false negative (FN), and a course not
recommended and not passed is a true negative (TN).

METRICS. To evaluate a set of recommended courses, it is important to measure both recall
(whether passed courses include recommended courses) and precision (whether recommended
courses include passed courses). We chose the F1 score to evaluate the intersections of the
courses, as the F1 score represents both precision and recall. Furthermore, the F1 score ignores
TN, which in our context is always a high value and therefore does not meet our needs. The
score ranges from 0 to 1 with 1 indicating perfect classification (recall=1 and precision=1) and
0 indicating perfect misclassification (recall=0 or precision=0). The calculation is as follows:
F1=2-TP/(2-TP+ FP+ FN).

In addition to the F1 score, we include recall as a commonly used metric for comparison
with other studies (Ma et al., 2020; Polyzou et al., 2019). Recall represents the percentage of
recommended courses based on the number of courses taken by student s. In our case, the recall
is calculated as T'P/ P.

It should be noted that there is a slight difference between our recall and recall@ns. Recall@ns
may use the number of courses taken or enrolled in semester ¢ + 1, whereas our definition con-
siders the number of courses that were passed in semester ¢ + 1. This distinction is important
because our aim is to recommend courses with a high probability of passing. Hence, our assess-
ment is more stringent. Another type of recall, recall@n (Elbadrawy and Karypis, 2016; Pardos
etal., 2019), fixes the number of recommended courses at n. However, it is not applicable in our
case since we do not rank the recommendations and may suggest more or fewer than n courses.

AGGREGATION FOR GROUPS OF STUDENTS. We evaluated how the set of recommended

courses intersects with the set of courses that students have passed using the means of individual
F1 and recall scores. To better distinguish for which student groups the recommendations better
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Table 5: Structure of the confusion matrix for the recommendation evaluation based on the inter-
section of recommended and passed courses for an individual student.

Predicted Predicted
e . Totals
positive negative
Actual Passed Passed
u
L. and recommended but not recommended Passed P
positive . .
True positive TP False negative FN
Actual Not passed Not passed
neeative but recommended and not recommended Not passed
& False positive FP True negative TN
Totals Recommended Not recommended All courses

align with actual courses passed, the scores are grouped by student status ST (D: dropouts, G:
graduates), program and semester PS (AR2 to PT3), and neighbortypes (AN, AN;, AN,, ANj,
ANy, and GN). The results are given in Table 6.

5.1.2. RQ1 Example

SCORES FOR A SINGLE STUDENT. Looking at the recommendations for student 0 in Table 2,
the courses M 14 to M16 and M 19 were passed and recommended (TP), M11 was passed but not
recommended (FN), M17 was not passed and not recommended (TN), M18 was not passed
but recommended (FP), and all the other courses not shown here are also not passed and not
recommended (TN). Therefore, we can calculate F1 =2-4/(2-4+ 14 1) = 0.8 and Recall =
4/5 =0.8.

SCORES FOR A GROUP OF STUDENTS. Taking students who dropped out of the CM study
program and their course recommendations for semester 2 as an example (see row "D > CM2"
in the upper portion of Table 6), we get an F1 score of 0.328 for recommendations based on all
neighbors (AN), 0.421 for recommendations based on students who passed at least three courses
(AN3), and 0.397 for recommendations based on neighbors who graduated (GN).

Looking at students from progam CM who graduated (G) and their course recommendations
for semester 2 (see row "G > CM2" in the upper portion of Table 6), the F1 score is much
higher: 0.824 for recommendations calculated with AN, 0.856 for recommendations calculated
with ANj3, and 0.851 for recommendations calculated with GN.

Recall, again for students from program CM and their recommendations for semester 2 (see
rows "D > CM2" and "G > CM2" in the lower portion of Table 6), is 0.553 for students with
status D when recommendations are calculated with AN3, and 0.900 — again much higher — for
students with status G calculated with ANj.

5.1.3. RQ1 Findings and Discussion

We look at the question "How large is the intersection between the set of courses recommended
and the set of courses a student has passed?" from two perspectives: "graduates and dropouts"
and "second and third semester."
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Table 6: Mean F1 score and mean recall of the intersections of course recommendations by
student status ST (D: dropouts, G: graduates), program and semester PS (AR2 to PT3) for all
neighbortypes (AN to GN).

F1

ST | PS AN | AN; | AN, | AN; | ANy | GN
AR2 | 0.481 | 0.514 | 0.528 | 0.529 | 0.534 | 0.521
AR3 0.313 | 0.345 | 0.342 | 0.332 | 0.305
CM2 | 0.328 | 0.384 | 0.414 | 0.421 | 0.419 | 0.397
OL\YRM 0.130 0.156 0.168 O 0.179 0.159
PT2 | 0.511 | 0.545 | 0.536 | 0.514 | 0.505 | 0.528
PT3 B 0.14 0.150 O (0 0.156
AR2

AR3

CM2

CM3 | 0.711 | 0.735 | 0.746 | 0.758 | 0.771 | 0.755
PT2

PT3 | 0.335 | 0.343 | 0.346 | 0.347 | 0.345 | 0.356
All 0.618 | 0.637 | 0.648 | 0.653 | 0.657 | 0.646
Recall
ST | PS AN | AN; | AN; | AN; | ANy | GN
AR2 | 0.553 | 0.607 | 0.645 | 0.658 | 0.694 | 0.649
AR3 | 0.345 | 0.389 | 0.445 | 0.461 | 0.473 | 0.417
CM2 | 0.383 | 0.450 | 0.513 | 0.553 | 0.570 | 0.498
CM3 piak 0 0.19 0.18
PT2 | 0.577 | 0.616 | 0.648 | 0.656 | 0.656 | 0.651
PT3 B (0 0.144 O 0.161 0.140
AR2 0.904 0.9 0.9 % 0.9

AR3

CM2 0.900 0.9

CM3 | 0.727 | 0.762 | 0.776 | 0.796 0.788
PT2

PT3

All 0.641 | 0.665 | 0.684 | 0.699 | 0.715 | 0.689

Color legend: BN <03 < 0.4 < 0.5 < 0.6 < 0.7 < 0.8/ < 0.955¥
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GRADUATES AND DROPOUTS. The recommendations should show another, more promising
way of studying to students who are struggling while they should not disturb students who are
doing well. Thus, we expect the F1 score and recall to be much higher for students with status G
than for students with status D. As expected, the mean F1 score and recall are always higher
for students with status G than for students with status D across all types of successful students.
Although F1 tends to be around 0.5 for students with status D, it is near 0.8 or higher for students
with status G, especially when considering the neighbors of the sets AN3, ANy, or GN. A similar
pattern can be observed for recall. This means that the recommended courses reflect quite well
how these students study. An exception is program PT and semester 3. This might be due to
the high number of elective courses offered by that program in semester 3. Of the 26 courses
recommended to at least one student and also used in dropout prediction, only one is mandatory;
the other 25 are electives. In addition, the number of students is lower than in the other two study
programs.

SECOND AND THIRD SEMESTER. The mean F1 score and the mean recall are higher in all
cases for the second semester than for the third semester. The higher the semesters, the more the
sets of courses which students pass drift apart. On the one hand, this makes it more difficult to
find close neighbors, and on the other hand, it makes the recommendation itself more difficult:
the neighbors sometimes disagree and have passed too many different courses, which means
that no majority can be found for many courses and these courses are not recommended. This is
particularly true for PT3 due to the high number of elective courses, as already mentioned.

SUMMARY. Overall, the results indicate that the recommended courses match the courses
passed by students who graduated quite well and show another way of studying to students
who dropped out. The results also confirm a limitation of the proposed recommendations when
the study degree program foresees many elective courses in a semester.

For comparison with related work, we provide the mean F1 score for all students across
programs and semesters for all neighbortypes (see row "All" at the bottom of Table 6): ANy
achieves the highest mean F1 score with a value of 0.657 and also the highest mean recall with
a value of 0.715. The scores of Ma et al. (2020) varied between 0.431 and 0.472, depending on
the semester. Polyzou et al. (2019) achieved an average score of 0.466.

5.2. RQ2: HOwW MANY COURSES ARE RECOMMENDED?
5.2.1. RQ2 Evaluation

To answer research question 2, we first look at the number of courses recommended for the
semester ¢t + 1. Using box plots, we visualize the distribution of students by the number of
recommended courses (Figure 3). To explore why some students received no or only a few
recommendations, we describe the relationship between the number of recommended courses
and the distance between students and their neighbors using a scatter plot (Figure 4).

NUMBER OF RECOMMENDED COURSES. Figure 3 presents the number of recommended
courses per study program and semester PS (AR2 to PT3), and student status (D: dropouts, G:
graduates) as five-number summary in the form of box plots. The neighbortypes (AN to GN)
are represented by different colors. In each study program and semester, the box plots on the
left concern students with status D while the ones on the right concern students with status G.
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Looking at the leftmost box plot in each case shows that calculating the recommendations with
the set AN can lead to empty recommendations (0 course recommended), especially for students
with status D. For exact quartiles and medians, see Table 11 in the appendix.

INVESTIGATION OF THE SMALL NUMBER OF COURSES RECOMMENDED. The scatterplots
in Figure 4 illustrate the mean distance in the CM program between students and their neighbors
in relation to the number of recommended courses. The scatterplots are separated by semester
(CM2 on the left, CM3 on the right) and neighbortype (AN to GN), with each student’s status
(D: dropouts, G: graduates) represented by different colors. In addition, the underlying bar chart
displays the number of students for each number of courses. See also Figure 5 in the Appendix,
which gives the plots for the two other study programs. For the exact numbers of students and
mean distances, see Table 12 for dropouts and Table 13 for graduates.

5.2.2. RQ2 Example

NUMBER OF RECOMMENDED COURSES. The middle row left in Figure 3, CM2, shows the
quartiles and outliers of the number of recommended courses for the program CM and semester
2 per type of neighbor. The 25% percentile of AN,, AN3;, ANy, and GN for students with status
G is 5; the median and 75% percentile are merged everywhere at the value 6. This means that
most of these students get five or six recommended courses. Some outliers get one, two, or three
courses recommended. In contrast, most of the students with status D get between three and five
courses recommended when the recommendations are calculated with sets AN2, AN3, or GN:
these students tend to get fewer courses recommended than the students with status G.

INVESTIGATION OF THE SMALL NUMBER OF COURSES RECOMMENDED. On the upper
left of Figure 4 in the second semester with neighbortype AN, title CM2 AN, 90 students get 0
courses recommended; the average distance between students with status D from their neighbors
is about 2, while it is about 3.5 for students with status G. When comparing the second and
third semesters for program CM and neighbor AN, still for 0 recommended courses, it can
be observed that the mean distances are higher for the third semester compared to the second
semester. This trend holds for students who dropped out and for students who graduated. By
examining the background bars, only for the first row of scatter plots in this example (CM2 -
AN and CM3 - AN), it can be observed that a higher number of students did not receive course
recommendations for the third semester compared to the second semester.

5.2.3. RQ2 Findings and Discussion

The percentage of students who receive no recommendation or only one recommended course
is much smaller when the recommendations are calculated with any type of neighbors except
AN and to some extent AN;. This is especially noticeable for students who dropped out. The
box plots calculated with AN, to AN, do not differ much from the box plot calculated with GN
for students with status G. This is not true for students with status D; the box plots calculated
with AN, or ANj; tend to be more similar to the box plot calculated with GN than the box plots
calculated with the other sets. For graduates in AR, CM, and PT programs in semester 2, the
number of recommended courses for the majority of students is close to the number planned in
the curriculum, that is, five or six courses. Again, PT - semester 3 differs. As is visible in the
evaluation of the intersection in Section 5.1, there is less agreement about the courses among

347 Journal of Educational Data Mining, Volume 16, No 1, 2024



AR2 AR3
. 117 ’ ] I17
[ oo0o0
'I4- I o E 0oo0oo
000000 000000
2 000000 e © 000 0 o0
000000 I 000000
01 . °oo ) E . ©000 o
CM2
6 i
17
4 i
o« J— oo oo
2 OI o o0 oo e
o o o o
0- T OOI L T T
PT2 PT3
6 1 ooooo0 4 o -
17 + H
4 o0 o0 o0o0 e
o« J— 000 o0o0 H
24 I 0o o o E -
0o0o0o0o00O0 J_J_J_
0- T T L T ------I------
D D G
ST ST
[ AN e AN2 AN4 —— Median
AN1 AN3 GN

Figure 3: Distribution of the number of recommended courses by program (top to bottom) and
semester (semester 2 on the left, semester 3 on the right); categorized by student status (D:
dropout, G: graduate; positioned left and right within each subplot); color-coded by neighbortype
(AN to GN). See Table 11 in the Appendix for details.

the neighbors, which can be explained by a large number of elective courses in semester 3. This
leads to smaller set sizes for course recommendations. Our results also show that students who
are very different from their neighbors, especially those with status G, are likely to receive few
recommendations.

5.3. RQ3: DOES THE NUMBER OF COURSES RECOMMENDED DIFFER FROM THE NUM-
BER OF COURSES PASSED AND ENROLLED IN BY STUDENTS?
5.3.1. RQS3 Evaluation

To answer research question 3, we calculated the median differences between the number of
recommended courses and the number of courses enrolled (R - E), and the median difference
between the number of courses recommended and the number of courses passed (R - P) (Ta-
ble 7). To better distinguish for which student groups the recommendations are closer to the
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Figure 4: Mean distance from neighbors (markers, left y-axis), color-coded by student status,
and number of students (bars, right y-axis) for program CM by semester (semester 2 on the
left, semester 3 on the right) for all neighbortypes (AN to GN, top to bottom) by number of
recommended courses (0-7, x-axis). See Tables 12 and 13 in the Appendix for details.
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Table 7: Median difference between the number of courses recommended and the number of
courses enrolled (R - E) and the number of courses passed (R - P) by student status ST (D:
dropouts, G: graduates), program and semester PS (AR2 to PT3), and neighbortypes (AN to
GN). Cells with difference = 0 are highlighted in yellow.

R-E R-P

ST| PS | AN|AN1 | AN2 | AN3 | AN4 | GN | AN | AN1 | AN2 | AN3 | AN4 | GN
AR2-20| -10| -1.0| -1.0] 00(-1.0| 05| 10| 1.0, 20| 20| 1.0
AR3|-30| 20| -1.0| -1.0| 00|-1.0| 0.0, 1.0 20| 3.0 3.0] 2.0
CM2|-30| 20| -10| -1.0| -1.0|-1.0f 0.0 1.0 20| 2.0| 3.0] 20

P CM3|-40| -30| 20| 20| -10(-20] 00| 00, 10| 1.0, 20| 1.0
pr2|-20, 20| -10| -1.0| -10|-1.0| 1.0, 1.0 10| 2.0| 20| 1.0
PT3|-50 40| 40| 40| -30|-40(-05|, 00| 00| 0.0| 00| 0.0
AR2| 00, 00| 00, 00| 00| 00| 00, 00| 00| 00| 00| 0.0
AR3| 00, 00| 00, 00| 00| 00| 00, 00| 00| 00| 00| 0.0

G cm2| 00, 00| 00, 00, 00| 00| 00O| 00O, 00, 00, 00} 0.0

CM3|-10, 00| 00, 00| 00| 00} 00, 00| 00| 00| 00| 0.0
PT2| 00, 00| 00, 00| 00| 00| 00, 00| 00| 0.0 0.0] 0.0
PT3|-40 40| 40| -3.0| -30|-3.0(-3.0| -3.0| -3.0| -3.0| -3.0|-3.0

actual numbers, the results are grouped by student status (D: dropout, G: graduates), neigh-
bortypes (AN to GN), program, and semester.

5.3.2. RQ3 Example

We consider study program CM and semester 2. The left part of Table 7, R - E, shows the median
difference between the number of recommended courses and the number of courses that students
enrolled in. We consider first students who dropped out (D). The columns AN,, AN3, ANy, and
GN have all the value -1.0 for CM2, which means that the number of recommended courses 1s
on average 1 less than the number of courses the students enrolled in. Comparing the number of
recommended courses with the number of those passed, R - P, the right part of Table 7, we see a
value of 2.0 for the types AN,, AN3, and GN, meaning that the number of recommended courses
is on average 2 more than the number of courses passed by students. Considering students who
graduated, we see no difference in the number of courses recommended, enrolled in, and passed
on average: all values are 0.

5.3.3. RQ3 Findings and Discussion

On the one hand, the recommender system suggests to students who dropped out to focus on
fewer courses; all columns of the left part R - E have negative values except for the column
ANjy. In contrast, the columns of the right part R - P have almost everywhere positive values,
that is, students should enroll in fewer courses with the expectation that they can pass more
courses instead, except in PT3. On the other hand, nothing changes on average for graduates:
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Table 8: Best Step 1 dropout prediction models for program and semester PS (AR2 to PT3)
regarding balanced accuracy (BACC) including their corresponding recall (REC) and the propor-
tion of students of the test set who are predicted to drop out (P;). The models were optimized
regarding the classifier used (C), feature selection by cut-off and the resulting number of used
features (CO/F), decision threshold moving (DTM), and training data balancing (BAL).

Model Characteristics
PS C CO/F DTM BAL BACC REC P,
AR2 | RF 0/38 0.35 SMOTE | 0.866 0.814 0.353
AR3 | RF  4/32  0.45 ROS 0.935 0.884 0.336
CM2 | SV 1736 0.30 None 0.920 0.866 0.557
CM3 | RF 0/74 045 SMOTE | 0927 0.881 0.566
PT2 | LSV 3/16 030 SMOTE | 0913 0.857 0.358
PT3 | LSV 3/47 030 SMOTE | 0.882 0.857 0.396

There is no difference, except for PT3 again. The problem with PT3 is the lower number of
recommended courses in general, as also visible in Figure 3, which can be explained by a large
number of elective courses, as already written.

5.4. RQ4: DO THE RECOMMENDATIONS LOWER THE RISK OF DROPPING OUT?
5.4.1. RQ4 Evaluation

To answer research question 4, we compare the dropout risk, that is, the proportion of students
who are predicted to drop out P, based on the predictions from Step 2 with the dropout risk P,
from Step 1.

STEP 1. We selected the models—trained with actual exam and enrollment data—with the
highest BACC for each program and semester (Table 8). They differ in terms of their algorithm-
independent parameters. We obtain P; as the Step 1 dropout risk, that is, the proportion of
students in the test set predicted to drop out, which we compare later with the Step 2 dropout
risk Ps.

STEP 2. Using again the best models from Step 1, we performed the Step 2 prediction using
the recommendations. Table 9 shows the difference between the dropout risk P, from Step 2 and
P, from Step 1 for each neighbortype (AN to GN). We distinguish the predicted dropout risk by
student status (D: dropouts, G: graduates) for a better overview of how the models perform.

5.4.2. RQ4 Example

REGARDING STEP 1. Table 8 provides information on the best classifiers. Consider the study
program CM and semester 2. The support vector (SV) classifier (column C) achieved the best
BACC when removing all courses that do not have at least one grade (column CO) resulting in
36 features (column F), representing 36 courses; the decision threshold (column DTM) is 0.3,
which means that students are predicted to drop out already at a 30% probability; the training set
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Table 9: Change in mean predicted dropout risk (P>-P;) by student status ST (D: dropouts, G:
graduates), program and semester PS (AR2 to PT3) for all neighbortypes (AN to GN).

ST| PS | AN | ANy | AN, | AN; | ANy | GN
AR2 | -0.140 | -0.140 | -0.140 | -0.209 | -0.233 | -0.256
AR3 | -0.163 | -0.233 | -0.419 0628 -0.605
p | CM2 | -0.090 | -0.104 | -0.104 | -0.149 | -0.209 | -0.149
CM3 | -0.060 | -0.090 | -0.149 | -0.179 | -0.194 | -0.164
PT2 | -0.238 | -0.238 | -0.238 | -0.238 | -0.286 | -0.238
PT3 | 0.048 | 0.048 | 0.048 | 0.000 | 0.000 | -0.048
AR2 | -0.068 | -0.068 | -0.068 | -0.068 | -0.055 | -0.055
AR3 | 0.027 | 0.014 | 0.000 | -0.014 | -0.014 | -0.014
G | CM2 | 0026 | 0.026 | 0.026 | 0.026 | 0.026 | 0.026
CM3 | 0.026 | 0.026 | 0.026 | 0.000 | 0.000 | 0.000
PT2 | 0375 | 0344 | 0344 | 0344 | 0281 | 0.281
PT3 | 0.156 | 0.156 | 0.156 | 0.125 | 0.125 | 0.094
All -0.008 | -0.022 | -0.043 | -0.075 | -0.099 | -0.094
Color legend: [0 < —04 < 0.3 < —02 < —0.1 <0.0 <0.1 <02 <0.3 <04

was not balanced (column BAL). Compared to the actual risk of dropping out as the percentage
of students who dropped out of the test data, 0.632 (Table 4, row "CM > Test"), the predicted
risk in Step 1 is lower (P;=0.557).

REGARDING STEP 2. Considering CM2 again in Table 9: the dropout risk of Step 2 of
students who actually dropped out (D) is 9.0% lower using AN and 14.9% lower using ANj or
GN than in Step 1. Looking at students who actually graduated (G), the dropout risk for Step 2 is
2.6% higher than in Step 1. Thus, if we use the course recommendations and assume that these
exact courses are passed, the risk decreases by at least 9.0% for actual dropouts and increases
by 2.6% for actual graduates. Based on the size of the test dataset (Table 4), this implies the
following in absolute numbers: out of the 67 students who dropped out, 6 more students are
predicted to graduate and of the 39 students who graduated, one more student is predicted to
drop out in Step 2 compared to the prediction in Step 1.

5.4.3. RQ4 Findings and Discussion

STEP 1. The best models have been obtained when the training data were balanced except
for program CM and semester 2. The predicted dropout risk P; is lower in all cases than the
actual dropout risk, see column Risk for the test set in Table 4, as we have observed for CM2,
except for PT3 where it is equal. This means that our models tend to be optimistic and predict
as graduates some students who dropped out. The general accuracy of the prediction in Step 1
should be further optimized.
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STEP 2. We further look at the question "Do the recommendations lower the risk of dropping
out?" from two perspectives: "graduates and dropouts" and "second and third semester."

Graduates and dropouts. As we analyze Table 9, we expect the values to be equal to
or less than 0, and this is true for students with status D, who are the primary focus of our
recommendations. For status D, except for the study program PT, we observe that the values
of columns AN; and AN, are closer to the values of column GN than AN. This is less true for
columns AN; and AN,. For students with status G, the values are much smaller than for students
with status D, which we expect. These students have graduated and the recommendations should
not really change the outcome for them. However, for the program CM semester 2 and the
program PT, the values are higher than 0, specifically for status G. A glance at Table 4 reveals
that the number of students with status G is small in the test set of CM2, while the program PT
has a smaller number of students overall than the other two programs. This could explain these
somewhat negative results, particularly for the PT program and the subgroup with status G.

Second and third semester. We do not expect large differences between the values for the
second and third semesters, regardless of study program, status, and type of successful students.
However, we see that the values in row AR3 are noticeably lower than the values in row AR2
for students with status D. This is probably due to the fact that on average more courses are rec-
ommended for students with status D in AR3 than in CM3 and PT3, see Figure 3. Furthermore,
the PT program is an exception, and the results, especially for status G, are not as expected. We
conjecture that this is primarily based on the small number of students enrolled in that program,
see Table 4, and secondarily, on the high number of elective courses proposed in semester 3 of
this study program. As students can freely choose five courses from six among a list of about 25
courses, it is more difficult for the algorithm to calculate accurate recommendations.

5.5. RQ5: DO THE DIFFERENT APPROACHES TO DEFINE SUCCESSFUL STUDENTS
GIVE STATISTICALLY SIGNIFICANT DIFFERENT RECOMMENDATIONS RESULTS?

5.5.1. RQS5 Evaluation

To address research question 5, we performed significance tests for subpopulations using a sig-
nificance level of 0.05. These subpopulations were defined based on the program (AR, CM, PT),
semester (2, 3), and student status (D, G). For example, a subpopulation were students in AR2
who dropped out. Our aim was to detect any statistically significant differences between the
recommendation approach GN and all other approaches AN to AN, in relation to three specific
aspects:

(1) the predicted dropout probability in Step 2 (P,),
(i1) the intersection of courses recommended and courses actually passed (F1)

(i11) the number of recommended courses (R),

Overall, we had 36 cases for each neighbortype: 3 study programs x 2 semesters x 2 student
statuses X 3 aspects.
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TEST CHOICE. As visible in the histograms and confirmed by the Kolmogorov-Smirnov test,
the data tested are not normally distributed. Consequently, we used the Wilcoxon signed-rank
test to assess the statistical differences between the GN approach and the other approaches.
Approaches relevant to the present work are those that do not indicate statistically significant
differences, i.e., with a significance >=0.05. This would suggest that the differences between
the approaches are random, and thus provide similar recommendations. All tests were performed
in Python using SciPy (Virtanen et al., 2020).

Table 10 provides the number of cases for each aspect (P,, F1, R) and student status (D:
dropouts, G: graduates) with a maximum of 6 cases (3 study programs X 2 semesters) in which
the difference was not statistically significant. The row "All" gives the sum of the cases for each
neighbortype (AN to AN,) out of 36. Table 14 in the appendix provides the exact p-values for
each case.

MULTIPLE STATISTICAL TESTING. We are aware that with an increasing number of statistical
tests, the risk of false finding of statistical significance increases. However, in our particular case,
it is not our objective to identify statistically significant differences. Rather, our objective is to
identify and highlight the absence of statistically significant differences. As a result, we have
chosen not to adjust the p-values.

5.5.2. RQ5 Example

When analyzing the data in Table 10 for F1 and the students who dropped out (row "F1 > D"), it
becomes apparent that the course recommendations based on all students (AN) are not signifi-
cantly different from the course recommendations based on students who graduated (GN) in half
of the cases (3 out of 6). However, when the minimum number of courses passed increases to 1
(neighbortype AN)), the course recommendations no longer show statistically significant differ-
ences in the six possible cases (programs and semesters, AR2 to PT3). However, increasing the
minimum number of courses passed further leads to the reemergence of statistically significant
differences. The number of cases is generally smaller when examining students who dropped
out based on F1, but remains high for neighbortype AN, and neighbortype AN; and even higher
for these two neighbor types compared to students who dropped out.

5.5.3. RQ5 Findings and Discussion

It turns out that ANj is most often not statistically significant different from GN (26 out of 36
cases), followed by AN, (20 cases) and ANy (16 cases). This indicates that the differences in
the considered aspects and subpopulations are probably random. This is especially valid for
students who have graduated (status G), as AN; can be considered equivalent to GN in 16 of 18
cases (3 study programs x 2 semesters X 1 student status x 3 aspects), see Table 14. It should
also be noted that AN3 and GN do not differ statistically significantly in a consistent manner. For
example, looking at AR2 and status D, the tests for P2 and R indicate a statistically significant
difference, but not the test for F1. These results suggest that AN; provides an alternative to
GN, which, on the one hand, is equally based on success and, on the other hand, supports the
faster growth of the database for course recommendations and the ability to react more quickly
to changes in the curriculum.

354 Journal of Educational Data Mining, Volume 16, No 1, 2024



Table 10: Significance test results by aspect (P>: dropout risk in Step 2, F1: intersection of
courses recommended and courses actually passed, R: number of recommended courses), student
status ST (D: dropouts, G: graduates), and neighbortypes (AN to AN4). Given is the number of
student groups based on program and semester for approaches that do not differ statistically
significant from the approach GN, that is, with a p-value >= 0.05. The maximum value for each
cell is 6 (except for row All, which has a max of 36). See Table 14 in the Appendix for details.

Aspect | ST | AN AN1 AN2 AN3 AN4
P, D 1 2 2 3 2
G 3 4 4 6 6

Fl D 3 6 5 4 4
G 1 2 6 5 2

R D 0 1 3 3 0
G 0 0 0 5 2

All 8 15 20 26 16

6. CONCLUSION, LIMITATIONS, AND FUTURE WORK

This paper presents a comprehensive evaluation of a novel course recommender system designed
to primarily support students who face difficulties in their initial semesters and are at risk of
dropping out. The evaluation uses data from three distinct study programs that vary in terms
of subject matter, student population, and program structure, including a program with a high
number of elective courses in the third semester.

The evaluation shows that considering students who passed at least three courses in a se-
mester (AN3) to calculate the recommendations is a viable alternative to considering students
who graduated (GN), as was done in our previous work (Wagner et al., 2023). Indeed, the
results of the different evaluations obtained in the present work show that the number of recom-
mended courses when calculated with ANj5 is similar to the number of recommended courses
when calculated with GN. The F1 and recall scores tend to be slightly higher when calculated
with ANj; while the changes in the dropout risk tend to be slightly higher when calculated with
GN. Furthermore, the significance tests show that in most cases, the differences are not statisti-
cally significant. As already mentioned, a practical relevance in opting for ANj3 is that student
data could be used earlier and, thus, changes in the curriculum could be taken into account in a
more timely manner. Interestingly, three is half of the number of courses students should take
according to the study handbook.

The evaluation of the first research question reveals that the recommended courses gener-
ally align with the courses passed by the students who have graduated. However, there is an
exception in the third semester of the PT program, which offers many elective courses, resulting
in fewer alignments. The situation differs for students who dropped out as the recommended
courses are less consistent with the courses they have passed. The recommendations suggest a
different approach to study.

The evaluations of the second and third research questions indicate that the number of rec-
ommended courses for students who graduate is close to the number of courses planned in the
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curriculum, except for the aforementioned third semester of program PT. However, for students
who dropped out, the number of recommended courses is generally lower than the number of
courses in which they were enrolled, suggesting that it might be beneficial for them to focus on
a smaller number of courses, as suggested by the recommendations.

For the evaluation of the fourth research question, we assumed that all students would suc-
cessfully complete the recommended courses. The findings suggest that these recommendations
lead to a reduction in the risk of dropping out, particularly for the targeted at-risk students who
dropped out. However, the results are less conclusive for students who graduated, possibly due
to limited data available for analysis in the test set.

The evaluation of the fifth research question indicates that AN3 can be considered as equiva-
lent to our previous success-based approach in almost all aspects explored for the students who
graduated. It can also be seen as a viable alternative to GN for all students.

In summary, the paths followed by successful students are helpful to other students, es-
pecially those who struggle. It is worth noting that our course recommendation approach is
generalizable even when enrollment data are not available, that is, when students have enrolled
in a course but did not take the exam, which is the case in certain institutions. With the excep-
tion of addressing missing values and comparing the number of recommended courses with the
number of enrolled courses, as investigated in our third research question, the evaluation process
remains the same.

LIMITATIONS. The evaluations have identified two main limitations in our recommender sys-
tem. Firstly, it is more suitable for curricula that consist primarily of mandatory courses that all
students must pass, which is often the case in the first two semesters of a program. This is also
the period in which student dropout is the most frequent. Secondly, the system recommends
very few courses for students who have distant neighbors. Therefore, it is necessary to explore
a different approach to handling the courses passed in the recommender system. Additionally,
the results indicate that the use of machine learning algorithms for evaluation purposes may
have limitations in situations with a small student population, specifically in our case for study
program PT. Although there is a potential drawback to offering recommendations that may be
inaccurate or unhelpful, the recommender system enables us to showcase the academic paths
of five students who have similar performance as a stimulus. Any tool built on our prototype
should present these recommendations to students as suggestions, ensuring that they understand
the reasoning behind the suggestions and giving them the autonomy to decide whether or not to
follow them.

FUTURE WORK. A preliminary evaluation with students indicated that the recommendations
are understandable (Wagner et al., 2023). Building on our work on the recommendation system,
we conducted in parallel to this study a survey with students to assess the explainability and
quality of the recommendations (Wagner et al., 2024). In addition to the course recommenda-
tions as sets, the recommendations were extended to take the form of ranked lists. For example,
consider Student O and Table 2. The ranked list of courses (M14, M15, M19, M16, M18, M17,
M11) based on the number of students who passed the courses would then be compared with
the set {M14, M15, M16, M18, M19}. The results showed that the students generally trust and
understand the recommender system, with no general significant preference for the rank list or
the set.
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Investigating the benefits and drawbacks of using sets instead of ranked lists is a future
work. Furthermore, it is necessary to evaluate what additional support students need to pass
all recommended courses, aside from taking fewer and different courses than they might think.
As another direction for future work, we consider the inclusion of data from currently enrolled
students. This would enable a broader range of potential nearest neighbors, potentially yielding
different outcomes. An analysis of fairness, in our case due to the data situation for gender,
should still be carried out.
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Figure 5: Mean distance from neighbors (markers, left y-axis), color-coded by student status, and
number of students (bars, right y-axis) for program AR (Figure a) and program PT (Figure b) by
semester (semester 2 on the left, semester 3 on the right in each figure) for all neighbortypes (AN
to GN, top to bottom) by number of recommended courses (0-7, x-axis). Provided additionally
to Figure 4. See Tables 12 and 13 in the Appendix for details.
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Table 11: Lower quartile, median, and upper quartile of the number of courses recommended
by program and semester PS (AR2 to PT3), neighbortype T (AN to GN), and student status (D:
dropouts, G: graduates). Provided additionally to Figure 3.

Lower Quartile Median Upper Quartile

PS T D G D G D G
AN 1.0 5.0 4.0 6.0 6.0 6.0

AN1 | 20 5.0 4.0 6.0 6.0 6.0

AR2 AN2 | 3.0 5.0 5.0 6.0 6.0 6.0
AN3 | 4.0 5.0 5.0 6.0 6.0 6.0

AN4 | 40 6.0 5.0 6.0 6.0 6.0

GN | 3.0 5.0 5.0 6.0 6.0 6.0

AN | 00 5.0 1.5 6.0 6.0 6.0

AN1 1.0 5.0 2.0 6.0 6.0 6.0

AR3 AN2 | 20 5.0 4.0 6.0 6.0 6.0
AN3 | 3.0 6.0 4.0 6.0 6.0 6.0

AN4 | 40 6.0 5.0 6.0 6.0 6.0

GN | 20 6.0 5.0 6.0 6.0 6.0

AN | 00 4.0 2.0 6.0 4.0 6.0

AN1| 2.0 4.0 3.0 6.0 4.0 6.0
CM2 AN2 | 3.0 5.0 4.0 6.0 5.0 6.0
AN3 | 3.0 5.0 4.0 6.0 5.0 6.0

AN4 | 40 5.0 5.0 6.0 5.0 6.0

GN | 3.0 5.0 4.0 6.0 5.0 6.0

AN | 00 4.0 0.0 5.0 3.0 6.0

AN1 | 0.0 5.0 1.0 5.0 3.0 6.0
CM3 AN2 1.0 5.0 2.0 5.0 4.0 6.0
AN3 1.0 5.0 2.0 5.0 4.0 6.0

AN4 1.0 5.0 3.0 6.0 5.0 6.0

GN 1.0 5.0 2.0 5.0 4.0 6.0

AN | 20 4.0 4.0 5.0 5.0 5.0

AN1 | 20 5.0 4.0 5.0 5.0 5.0

PT2 AN2 | 3.0 5.0 4.0 5.0 5.0 5.0
AN3 | 32 5.0 4.0 5.0 5.0 5.0

AN4 | 40 5.0 5.0 5.0 5.0 5.0

GN | 3.0 5.0 4.0 5.0 5.0 5.0

AN | 00 2.0 1.0 3.0 2.0 4.0

AN1 1.0 2.0 1.0 3.0 3.0 4.0

PT3 AN2 1.0 2.0 1.0 3.0 3.0 4.0
AN3 1.0 2.0 2.0 3.0 4.0 4.0

AN4 1.0 2.0 3.0 3.0 4.0 4.0

GN 1.0 2.0 2.0 3.0 3.0 4.0
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Table 12: Number of students who dropped out and mean distance to neighbors by program
and semester PS (AR2 to PT3), neighbor Type T (AN to GN), and by number of recommended
courses (0-7). Provided additionally to Figures 4 and 5.

Number of Students Mean Distance
PS T 0 1 (2|3 |4|[5|6|7]0 1 2 3 4 5 6 7
AN | 11|27 18|10 | 14|16 37| 1|16|14|18|19|17|08]0.7]|1.0
AN1 3115|2514 18|21 (37| 1|20|16|18[20]17[09|07]1.0
AR2 AN2 311916 (23|34 |38 | 1 191222120 11]07] 1.0
AN3 1| 712124 |38[42] 1 29126 (23|23|13(08]1.0
AN4 11026 |45 |51 1 35126271710/ 1.0
GN 1| 1|21 (1721|3141 | 1|27 |37]27|26|26|16]|08]|1.0
AN | 52 (15|13 | 3| 5| 9|31 | 6|50 |51|55|42]40|33|26/|29
AN1 | 25 (24|19 8| 9|11 32| 6|56|57 56|47 |46|36/|27]29
AR3 AN2 616231619 15|33 | 6|67 |61 |62]|56|54|41|28]29
AN3 4113131221736 11 76 | 6416760493133
AN4 1| 4118 (22|34 |43 |12 77169 |71]165|62]|35]|33
GN 8119| 9117 |10 |24 3710|169 |74]168|62|59|53]|30]3.1
AN | 80 |22 (23|24 |24|25|23 19201216 |12]| 17|07
AN1 | 14 |24 |57 |33 |44 |26 |23 29121 (19|21 131707
CM2 AN2 3| 5|/24|68[63]35]23 381392021 |18]19]07
AN3 1| 31249 |64 |67 |25 46502324119 ]19]08
AN4 2| 213216019233 635033251912
GN 2120 |68 | 55|50 26 302732 |31]22]08
AN [ 145 |10 | 10 | 14 | 13| 19 | 10 38148 |34 |37|36|30]20
AN1 | 97 |33 |24 |17 |16 |23 | 11 45|54 145|142 |137129]20
CM3 AN2 | 3153|5723 |19|25]13 5954|4948 |38|3.0|20
AN3 | 21 |53 |51 (31|19 |28 18 6.6 65|64 5145|3523
AN4 | 20|40 |33 35|34 |34 |25 71179173163 |56]40]25
GN | 21|56 |50|26|22|32]| 14 71171171159 |52]34] 2.1
AN 3|11 6| 6| 8|18| 6 37127 126(23]|20|13]13
AN1 12 4| 9| 8/19| 6 3312328 |20|13]|13
PT2 AN2 3] 6|12 (12|18 7 47 |45 (3421|1315
AN3 15116 (20| 7 46 (30| 14|15
AN4 512311911 30 42|15 1.8
GN 21 3|17 91710 68 [53[40|22|13]15
AN | 27 13| 7 2 1 51140 38[42|39|38]|3.0
AN1 9125| 8 4 1 6.6 53|41 |43]|49|40]3.0
PT3 AN2 5125] 9 5 1 70|54 1471454943130
AN3 4119 12 7 2 79 |56 53|47 |51 43|46
AN4 8| 91010 7|12] 2 85143 |59 |48 |56|52]46
GN 3125 9| 8| 7| 5] 1 64166 |54|139|51|34]36
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Table 13: Number of students who graduated and mean distance to neighbors by program and
semester PS (AR2 to PT3), neighbor Type T (AN to GN), and by number of recommended
courses (0-7). Provided additionally to Figures 4 and 5.

Number of Students Mean Distance
PS T 0|12 |3]|4 5 6 7 0 1 2 3 4 5 6 7
AN | 5|14 | 7]10|28| 84292 | 4| 34| 29| 1.8|17]21]09|0.6]|1.0
AN1 91 715|129 8 |292| 4| 20| 27| 2924|2109 |06]1.0
AR2 AN2 S|11 |11 (30| 8 | 297 | 4 33| 28[119(25|109]06]|1.0
AN3 4| 3]110(32| 87303 | 5 521 1925|125 |10]|06]1.0
AN4 1| 1| 4120 83|33 5 90| 40{39 (311307 1.1
GN| 1| 2|12|10|27| 69 |317| 6| 28| 24| 38|32|22]10/]07]| 1.1
AN [ 20 |13 |10 | 18 | 19| 50| 287 |27 | 62| 59| 62 (49|41 |32 |17]|22
AN1 | 10 | 13 | 11 |16 | 22| 49296 |27 | 76| 59| 60|55|44 |35 |18 |22
AR3 AN2 | 3|11 | 8[20|23| 51301 |27| 99| 69| 6.1 |60 /|47 |35|18/|22
AN3 | 1| 2|10|16|23| 56|307|29|152| 80| 836549 39|19 |22
AN4 1| 41218 | 50 |324 |35 153 9573|6040 21|23
GN| 5| 7 11|16 | 54{310|33| 91| 86| 70|65 |48 |38]|20]23
AN | 10| 4|16 |11 [ 44| 47 | 173 1| 33| 40| 28|28 |12 |18 |08 13
AN1 | 2| 7|12 |12 |45| 52| 175 1| 22| 42| 31[24|16|18]08 |13
CM2 AN2 114 |14 (44| 53179 | 1 571 3213217 |18]08] 13
AN3 1 12|44 | 57185 | 1 57| 43128 (20(19|08]|13
AN4 2| 635 68194 | 1 103 |57 (211810920
GN 201 917|129 64| 184 | 1 102 | 5430|1618 09|13
AN [ 19 | 12| 10 | 21 | 36 | 86| 121 1| 67| 54| 34|44 (3728|2628
AN1 | 10| 8| 5({20|31|103|128| 1|100| 6.0| 32 |52|38|29 26|28
CM3 AN2 71 7|17 (35,100 133 | 1| 88| 75| 6356|4029 |26 28
AN3 6| 613129104 |142| 1]106| 6.1 | 53|74 |44 302728
AN4 51 6| 829|102 | 154 | 2 95| 69|68 |55]31]28]3.1
GN| 4| 5| 71139 94145 1| 63| 98| 7.1 ]6.1|50|3.1]|26]28
AN 3|1 4|10]|39|119| 28 48| 392411510910
AN1 2| 21234120 33 62| 4124|1609 |10
PT2 AN2 1| 1]11]36|121 | 33 83| 6224|1809 |10
AN3 1 8139|122 | 33 8.3 28119109 |10
AN4 1 4135|125 | 38 8.3 23122110 1.1
GN 1| 1] 825|130 | 38 83| 4935|2010/ 1.0
AN | 10 | 38 | 47 | 47 | 26| 23 9| 3| 66| 27| 23]25|23|23]|21]37
AN1 | 5|41 |46 |46 25| 27| 10| 3| 85| 31| 23]26/|20(23]|24]3.7
PT3 AN2 | 3|40 |48 |46 (26| 27| 10| 3103 | 3.1 | 25|26|22|23 |24 |37
AN3 | 1 |37|46]49|29| 28 9| 4156 | 31| 25(27|26]23]|21]|40
AN4 | 2|34 143 |48 |29 | 31| 12| 4| 137 | 29| 24|25|28 25|28 |40
GN | 13647 |47 |29 31 9| 3| 88| 33| 28|27 |24|24]21]|37
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Table 14: P-values for Wilcoxon signed-rank test: Comparing neighbortype GN with all other
neighbortypes T (AN; to ANy) regarding the dropout probability in Step 2 (P;), the intersection
of courses recommended and courses actually passed (F1), and the number of recommended
courses (R). We count the cases where the differences are not statistically significant (p-values
>=0.05), which are highlighted in yellow. Provided additionally to Table 10.

P F R Count

T PS D G |[Count| D G |[Count| D G | Count

AR2 | 0.00 | 0.87 1] 005 0.00 0| 0.00| 0.00 0

AR3 | 0.00 | 0.01 0| 0.07 | 0.00 1] 0.00| 0.00 0

CM2 | 0.00 | 0.08 1] 0.00| 0.00 0| 0.00| 0.00 0

AN ' cM3 | 0.00 | 0.00 0| 0.00| 0.00 0| 0.00| 0.00 0

PT2 | 0.13 | 0.01 1] 047 0.26 2| 0.00 | 0.00 0

PT3 | 0.02 | 0.12 1] 0.06 | 0.03 1] 0.00| 0.00 0
Count 4 4 0 8

AR2 | 0.00 | 0.87 1| 058 0.00 1] 0.00| 0.00 0

AR3 | 0.00 | 0.04 0| 0.82| 0.00 1] 0.00]| 0.00 0

CM2 | 0.00 | 0.08 1| 020 0.00 1] 0.00]| 0.00 0

ANL | cM3 | 0.00 | 0.01 0| 0.79 | 0.01 1| 0.00| 0.00 0

PT2 | 0.59 | 0.07 2| 0.50 | 0.60 2| 0.00 | 0.00 0

PT3 | 0.72 | 0.12 2| 038 0.16 2| 0.07 | 0.00 1
Count 6 8 1 15

AR2 | 0.00 | 0.35 1| 081 0.08 2| 091 | 001 1

AR3 | 0.00 | 0.04 0| 0.01| 0.29 1] 0.01 | 0.00 0

CM2 | 0.00 | 0.14 1] 033 0.19 2| 0.00| 0.02 0

AN2 | cM3 | 0.00 | 0.03 0 020 0.22 2| 0.00 | 0.00 0

PT2 | 0.60 | 0.07 2] 054 0.12 2| 0.14 | 0.00 1

PT3 | 0.94 | 0.26 2| 0.64 | 031 2| 051 0.02 1
Count 6 11 3 20

AR2 | 0.00 | 0.24 1] 0.66| 045 2| 0.02] 0.83 1

AR3 | 033 | 0.25 2| 0.00| 0.11 1| 0.00| 051 1

CM2 | 0.03 | 0.11 1] 0.13| 048 2| 0.01| 0.30 1

AN3 | cM3 | 0.00 | 0.06 1]002] 033 1] 060 | 0.84 2

PT2| 0.17 | 0.13 2| 032 0.04 1] 0.11 | 0.01 1

PT3 | 0.39 | 0.48 2] 0.65] 025 2] 038 0.82 2
Count 9 9 8 26

AR2 | 0.03 | 0.22 11029 0.06 2| 0.00 | 0.00 0

AR3 | 0.01 | 1.00 1| 007 | 0.00 1] 0.00| 0.00 0

CM2 | 0.81 | 0.60 2| 0.04 | 0.00 0| 0.00| 0.00 0

AN4 | cm3 | 0.26 | 0.75 2| 0.01 | 0.00 0| 0.00| 0.00 0

PT2 | 0.04 | 0.50 1] 0.13 | 0.03 1] 0.00| 0.94 1

PT3 | 0.05| 0.48 1] 0.69| 0.10 2] 002 0.14 1
Count 8 6 2 16
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