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Knowledge tracing aims to model and predict students’ knowledge states during learning activities.
Traditional methods like Bayesian Knowledge Tracing (BKT) and logistic regression have limitations
in granularity and performance, while deep knowledge tracing (DKT) models often suffer from lack-
ing transparency. This paper proposes a Transformer-based framework that emphasizes both accuracy
and interpretability. It captures the relationship between student behaviors and learning outcomes con-
sidering the associations between exam and exercise problems. We participated in the EDM Cup 2023
Contest using the proposed framework and achieved first place on the task of predicting students’ per-
formance on end-of-unit test problems using clickstream data from previous assignments. Furthermore,
the framework provides meaningful insights by analyzing user actions and visualizing attention weight
matrices. These insights enable targeted interventions and personalized support, enhancing online learn-
ing experiences. We have uploaded our code, saved models, and predictions to an OSF repository:
https://osf.io/mdpzc/.

Keywords: interpretable deep learning, deep knowledge tracing (DKT), predictive analytics, educational
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1. INTRODUCTION

With the growth of online learning platforms such as Massive Open Online Courses (MOOCs)
and Intelligent Tutoring Systems (ITS), the need to understand students’ knowledge states and
learning needs is becoming more important (Abdelrahman et al., 2023; Sein Minn, 2022).
Knowledge tracing is a powerful method in educational data mining that aims to model and pre-
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dict students’ knowledge states as they engage in learning activities (Piech et al., 2015; Corbett
and Anderson, 1994; Abdelrahman et al., 2023). By analyzing students’ responses and interac-
tions with online learning platforms, knowledge tracing seeks to uncover the latent knowledge
and skills possessed by each student, and hence gain a better understanding of their learning
behaviors.

Previous research in the field of knowledge tracing has explored various approaches. Early
attempts primarily focused on Bayesian Knowledge Tracing (BKT) (Corbett and Anderson,
1994). BKT utilizes a student’s prior knowledge of skills to compute the conditional proba-
bility of producing correct responses. However, BKT has encountered two main challenges: 1)
it represents user state as binary variables, limiting its granularity (Piech et al., 2015), and 2)
it can suffer from biased inferences under wrong or missing priors (Baker et al., 2008). Other
researchers have employed logistic regression models (Wright, 1995) and factor analysis (Pavlik
et al., 2009). The common issue of these approaches is that they are often highly constrained
and structured, leading to interpretability advantages but compromised performance.

In recent years, the rapid advancement of deep learning techniques has sparked interest in
knowledge tracing. Deep Knowledge Tracing (DKT) (Piech et al., 2015)) is the first attempt
to use deep learning for knowledge tracing, which integrates the power of deep learning with
knowledge tracing methodologies to achieve more accurate modeling and prediction of students’
knowledge states (Lu et al., 2020). Unlike traditional knowledge tracing methods that rely on
handcrafted features, DKT automatically learns representations from raw input data, such as
student responses or interaction sequences, allowing for more nuanced and informative repre-
sentations of student knowledge states. Recently, sequential models such as Recurrent Neural
Networks (RNNs) (Medsker and Jain, 2001), Long Short-Term Memory (LSTM) (Hochreiter
and Schmidhuber, 1997), and attention (Pandey and Karypis, 2019; Vaswani et al., 2017) have
emerged as key types of models used in knowledge tracing. In this paper, we refer to such deep
learning knowledge tracing models as DKT models. These deep neural network architectures
enable fine-grained and precise predictions of student performance, offering valuable insights
for personalized learning, adaptive interventions, and educational decision-making.

While the type of learning outcome varies depending on the purpose of a prediction task, the
most popular type of learning outcome is performance classes/grades (Namoun and Alshanqiti,
2021). In many contexts, such performance measures are taken from exam grades (Korosi and
Farkas, 2020; Moreno-Marcos et al., 2020; Lu et al., 2022). It is natural to assume that problems
used in an exam do not appear in any previous assignment. In practice, teachers often intention-
ally avoid including problems in the final exams that have already appeared in daily assignments
to ensure the validity of the assessment. However, such a distinction between exam and exercise
problems is not typically made in many knowledge tracing models (Pandey and Karypis, 2019;
Piech et al., 2015). This distinction highlights an opportunity for enhancement in the precise
prediction of student behaviors and performance during examinations.

Bridging these gaps, we propose a Transformer-based framework for deep knowledge tracing
to predict end-of-unit test problems from students’ behavioral interactions with in-unit assign-
ments on a learning platform. Transformer is the transduction model relying entirely on atten-
tion to compute representations of sequential data without using RNNs or convolution (Vaswani
et al., 2017). We also propose several methods to interpret the model to gain insights into how
students’ interactions will affect their future learning outcomes.

To provide more context for our research project, we took part in the EDM Cup 2023 Con-
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test!, where contest participants were asked to predict students’ performance on end-of-unit
math problems using their clickstream data from previous assignments. For each student, the
end-of-unit tests contain distinct sequences and problems from those in the in-unit assignments.
The dataset also contains abundant problem and assignment information, such as word embed-
dings from the text of problems and curriculum information on assignments. Sometimes, such
auxiliary information is not available and often is not incorporated into DKT models such as
Piech et al. (2015) and Pandey and Karypis (2019). As the goal of the contest was to maximize
the prediction accuracy, we utilized most of the auxiliary information to maximize the prediction
accuracy of our model. Therefore, although our framework is related to a self-attentive model for
knowledge tracing (SAKT), which uses an attention mechanism (Pandey and Karypis, 2019), it
is different from SAKT in many aspects including the distinction between the in-unit and end-of-
unit problems and the use of auxiliary information to construct the representations of problems.
Table 1 offers a comprehensive comparison of our method with existing knowledge tracing
techniques, including Bayesian Knowledge Tracing (BKT) (Corbett and Anderson, 1994), Deep
Knowledge Tracing (DKT) (Piech et al., 2015), Exercise-aware Knowledge Tracing (EKT) (Liu
et al., 2019), Self-Attentive Knowledge Tracing (SAKT) (Pandey and Karypis, 2019), and Sep-
arated Self-Attentlve Neural Knowledge Tracing (SAINT) (Choi et al., 2020). The comparison
covers model types, memory length, generalizability, and the distinction between in-unit as-
signments and end-of-unit tests. For deep learning-based models, we also examined how they
construct latent representations and inputs for the attention module.

Briefly speaking, our framework started by creating new features in data pre-processing,
and then in our model, we utilized latent embeddings for important variables in the training
dataset, such as action types, problems, students, and classes. Finally, we integrated all the
information above and used it to train a Transformer Encoder. By doing so, the model could
efficiently learn the types of problems and assignments so that the associations between in-unit
assignment problems and end-of-unit test problems are more accurately learned. Our model has
the best prediction accuracy, as exemplified by the first-place position in the contest with an
AUC of 78.969% for the private dataset. Notably, it also achieved the overall best performance
considering both the public and the private leaderboard, demonstrating its effectiveness and
robustness.

Furthermore, we place a significant emphasis on enhancing the interpretability of our model.
It is known that the high accuracy achieved by “black-box” models, such as deep learning mod-
els, often comes at the expense of interpretability due to over-parameterization (Li et al., 2022).
Most existing DKT models suffer from the interpretability issue, which has painfully impeded
the practical applications of DKT models in the education domain (Lu et al., 2020). There-
fore, one of the objectives of this paper is to address this critical issue by introducing a set of
model designs that strike a balance between high accuracy and good interpretability and offering
several different methods to interpret our models.

We mainly analyzed how students’ interactions with the ITS can affect their learning out-
comes and estimated the similarity of interaction types in terms of their effects. We also con-
ducted visualizations of attention weight matrices, where we managed to extract meaningful
insights into the underlying factors influencing student performance. These insights have direct
practical implications, allowing for targeted interventions and personalized support for individ-
ual students. Ultimately, this approach aims to enhance the overall quality of online learning

Thttps://www.kaggle.com/competitions/edm-cup-2023/
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experiences, providing valuable guidance and support to both educators and students.
This work contributes to the literature in the following ways:

1. We propose a novel Transformer-based framework for the ASSISTments dataset which in-
tegrates several data-preprocessing techniques with a Transformer-based predictive model
that predicts students’ responses to end-of-unit test problems from an action log of in-unit
problems.

2. We maximize the prediction accuracy of the model by incorporating the auxiliary informa-
tion of problems, sequences, and students. Our model achieved first place on the leader-
board in the EDM Cup 2023 using a test dataset that was not available to the participants
during the contest.

3. We propose interpretation methods that are specific to our models using the attention
weights and keys from the Transformer Encoder. The methods allow us to study the
importance of each action type, the effects of each action type, and possibly identify small
knowledge components.

2. DATASET

In this study, we focus on analyzing student performance using click-stream data, which captures
students’ interactions with the ASSISTments platform (Heffernan and Heffernan, 2014). The
dataset and details of the features are provided in the Open Science Framework (OSF) repository
of the dataset: https://osf.io/yrwuh/. Anoverview of the complete dataset is provided
in Figure 1. The dataset comprises 10 dataframes, each containing specific information about
student interactions and performance. Table 2 shows the descriptive statistics of the dataset.

The smallest component in this dataset is a problem. Each problem has a unique problem
ID and a multi-part problem ID. Problems that belong to a multi-part problem share the same
multi-part ID. Additionally, each problem has six features: problem type, problem text, problem
skill code, and binary indicators of whether the problem contains images, equations, or videos,
respectively. Problem type indicates the format of the answer to the problem, that is, whether it
will be answered by selecting from multiple choices, entering a number, providing an ungraded
open response, and so on. Problem text is the first 32 principal components of the BERT em-
bedding for the text-based content of the problem. Problem skill code denotes the type of skill
most related to solving the problem.

A list of problems forms a sequence. Unless stated otherwise, when we mention a sequence
in this manuscript, it means a sequence of problems. Each sequence contains a unique sequence
ID. Sequences are organized into folders with a maximum of five levels. The first level shows
whether the sequence came from the Kendall Hunt Illustrative Mathematics curriculum? or the
Engage New York mathematics curriculum?, the second level reveals what grade or subject the
sequence is a part of, and the third to fifth level indicates specific unit and subject information.

When a sequence is assigned to a student, it becomes an assignment. A sequence can be
assigned multiple times and to multiple students. Each assignment has a unique assignment

Zhttps://im kendallhunt.com
3http://www.nysed.gov/curriculum-instruction/engageny
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Figure 1: Structure of the ASSISTments dataset.

log ID, a sequence ID, and a student ID. Additionally, each assignment contains the ID of the
teacher who assigned the sequence to the student (teacher ID), and the ID of the class that the
student attends (class ID). Timestamp attributes are also provided, including the release date,
due date, start time, and end time of the assignment.

A sequence can be assigned for two types of purposes. One is the in-unit assignment, which
students are supposed to complete during the learning process. The other is the end-of-unit test,
which examines students’ learning outcomes. Note that for each student, sequences that appear
within the unit and at the end of the unit are distinct. In other words, a student will not be tested
with the same set of problems that they have solved in the within-unit assignments.

Another important observation is that the total number of items in Table 2 is typically larger
than the sum of the items found in the in-unit assignments and end-of-unit tests. This occurs
because only a portion of the total items documented in the original dataset actually appear in the
assignments and tests. For instance, the dataframe storing sequence information contains a total
of 10,228 sequences, while only 5,259 unique sequences are assigned in the in-unit assignments
and 165 in the end-of-unit tests. On the other hand, some items in the in-unit assignments or end-
of-unit tests are not documented in the dataframes storing them. As a result, we lack information
or features for these items except for their IDs. This discrepancy adds to the challenge of our
prediction task, as it introduces missing or incomplete data that we need to account for.

The clickstream data from students, collected as they completed in-unit assignments, are
called action logs. The action logs encompass a vast collection of actions that correspond to
various types of student interactions during in-unit assignments and are the main source of be-
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Table 2: Descriptive statistics of ASSISTments dataset.

Count ‘ Total ‘ In-Unit Assignments ‘ End-of-Unit Tests
# sequences 10,228 5,259 165
# problems | 132,738 57,361 1,900
# students 651,253 36,296 34,652
# teachers 23,523 2,033 1,828
# class 8,774 3,056 2,754

havioral data for predicting unit test scores. Each record in the action logs contains an assign-
ment ID, a timestamp, an action type, and several additional features. Specifically, 14 types of
actions are recorded, including starting/finishing a problem, making a correct/wrong response,
requesting a hint/tutor, etc. For a full list of actions and their descriptions, see Appendix A.

Two additional action features are considered: tutoring options and the maximum number
of attempts. Tutoring option refers to which core tutoring option was available at the start of
the problem, with one of the four possible values: hint (a set of hints was available upon the
student’s request), explanation (an explanation was available upon the student’s request), answer
(only the correct answer was available upon the student’s request), and no tutoring (no tutoring
was available for this problem at all). The maximum number of attempts, configured by the
teacher upon assignment, indicates how many chances a student has for a particular problem
before they see they have lost all credit on the problem.

Given all the data described above, our task is to predict how students perform in the end-
of-unit tests, i.e., their test scores. The unit test results are divided into two subsets: the training
set and the evaluation set. In the training set, the scores are publicly available, allowing us to
utilize them as labels for supervised learning. In the evaluation set, for each pair of student IDs
and problem IDs, we are required to predict whether the problem has been answered correctly
by this student. After that, we submit our predictions to Kaggle for assessment.

3. METHODS

We have uploaded our code, saved models and predictions to an OSF repository: https:
//osf.io/mdpzc/.

3.1. PREPROCESSING

Since the original dataset is of large scale and contains multiple data files, we did careful prepro-
cessing. We chose action logs as the main dataframe and merged other dataframes by IDs. For
categorical features that have more than two options, we use one-hot encoding. We created some
additional features, e.g., time since last each action, number of attempts, number of students per
class, etc., which we explain in the following sections. We convert text IDs to numeric IDs for
the convenience of creating latent embeddings later on.

3.1.1. Generation of New Univariate Features

All the action interactions in the action logs have associated timestamps. The original times-
tamps are encoded as UNIX time, so we needed to generate several features from it to facilitate
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efficient learning of deep learning models. First, we generate a feature by calculating the differ-
ence between the two consecutive UNIX timestamps. We expect that the model could capture
some knowledge about a student from it, such as high-performing students might make faster
actions. Second, we generate a feature representing a day by calculating the remainder of the
timestamp divided by 8,6400,000 (one day in milliseconds). This feature might help the model
identify some patterns of the fluctuation in student performance when they perform in the morn-
ing and at night. Third, we generate a feature representing a day in a week by calculating the
remainder of the timestamp divided by 86,400,000 times 7. Similarly, this feature might help the
model identify a specific group of students who perform badly on a specific day, such as Friday.

3.1.2. Scaling and Standardizing Features

The problem text feature, i.e., the first 32 principal components of the BERT embedding for the
text-based content of the problem, was standardized to have a mean of 0 and a standard deviation
of 1. In addition, all the features related to timestamps are scaled so that their minimum value
is 0 and the maximum value is 1 (min-max scaling). This is because extreme values could be
generated if we standardize the feature instead.

3.1.3. Student and Class Embeddings

In predicting student performance, it is useful to use students’ group information to infer their
ability. For example, the school districts students belong to are related to their socio-economic
status, which is predictive of students’ performance.

The dataset has two features that are related to the groups to which students belong: teachers
and classes. Technically speaking, we could use either or both features in the model. However,
we decided to use only classes because using both features at the same time will create too
much redundancy (e.g., one unique teacher might have only one unique class) and might cause
overfitting.

More specifically, let S € {0, 1}*M be a matrix of class memberships for all the students
in the dataset where /V is the number of students and M is the number of classes. Each row of
this matrix contains binary indicators representing the class memberships of student :. We can
gain a low-rank approximation of S by truncated Singular Value Decomposition (SVD):

S~ UXVT, (1)

where U € RY** and V € RM** are a matrix of orthonormal columns, and ¥ € RF**
is a square matrix with the singular values on the diagonal. Here, we treat UX € RN** ag
the student embedding matrix and V € RM** as the class embedding matrix, which are used
as pretrained and fixed embeddings in the model. Then, each row of the student and class
embedding matrix is the embedding for its corresponding student.

Student and class embeddings can accommodate out-of-vocabulary students to make predic-
tions for them. Suppose s € RM is a vector of class memberships for a new student. Then, their
student embedding can be obtained simply by u = s”'V. This is because SV = UX and V is
a matrix with orthogonal columns. If a student only belongs to classes that are not contained in
this model, we can simply use a zero vector for their student embedding. Similarly, if we want
to add a new class, the class embedding for this new class would be just a zero vector because
the past students in the dataset would not have taken this class.
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3.1.4. Using a Subset of Action Types

Appendix A presents the complete list of action types recorded in the action log. For our anal-
ysis, we only included the following action types: “assignment started,” “correct response,’
“wrong response,” “‘open response,” “answer requested,” “hint requested,” “explanation requested,”
“skill related video requested,” and “live tutor requested.” Note that all these action types ex-
cept for “assignment started” are associated with a specific problem. We included ‘““assignment
started” to possibly indicate that students started an assignment but did not make any action for
any in-unit problems, yet solved some end-of-unit test problems. This selection of action types
was based on our preliminary analysis, which indicated that the inclusion of such a subset of ac-
tion types did not influence the prediction results, suggesting that the excluded action types are
not critical for prediction purposes. By omitting insignificant action types, we aim to simplify

the data for easier interpretation and expedite the model training process.

3.2. MODEL ARCHITECTURE

Figure 2 illustrates the architecture of our model. In this model, we adopt the core components of
the Transformer Encoder, which includes multi-layer perceptrons (MLPs) and attention mech-
anisms. In addition, we extend the basic Transformer encoder structure by incorporating addi-
tional components to address the specific requirements of our task. The model is implemented
using PyTorch (Paszke et al., 2019), an open-source machine learning library for developing
neural-network-based models.

3.2.1. Embedding Layer

The embedding layer transforms input tokens or sequences into continuous vector representa-
tions, known as embeddings. It serves as the initial stage of the model, converting discrete input
elements into continuous representations that capture their semantic meaning and contextual
information. Specifically, we use embedding layers to map IDs (problem IDs, sequences IDs,
sequence folder paths, and action type IDs) from one-hot encoded representations into dense
embedding vectors. The weights of the embedding layer are initialized randomly and will be
iteratively refined and updated via backpropagation throughout the training process. Note that
the model is designed without a predefined maximum input length, as we didn’t adopt any pre-
trained model for embeddings.

3.2.2. Input Vectors for the Transformer Encoder

After obtaining the embeddings, our model constructs the input vectors for the Transformer
Encoder, consisting of two types of input: IEU (Input regarding End-of-Unit tests) and 11U
(Input regarding In-Unit assignments). As we will introduce in the next section, IEU vectors
will serve as the queries, while IIU vectors will serve as the keys and values.

To derive IEU vectors, we follow a series of steps. Firstly, we concatenate the problem
embedding, problem features, sequence embedding, and the sum of five levels of sequence level
embedding (levels 1 to 5). Specifically, problem features are the concatenation of numerical
values, including problem type (dummy coded), problem text (BERT+PCA vectors), problem
skill code (dummy coded), and indicators of whether the problem contains image/equation/video
(booleans). We then pass them through a Multi-Layer Perceptron (MLP) to capture essential
features. To further enrich the representation, we utilize skip connections to aggregate sequence
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embedding and sequence level embedding. Subsequently, we combine the output with student
embedding and class embedding through element-wise addition to derive the final IEU vectors.
The construction of ITU vectors follows a similar process, with two notable differences. One
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is that after the skip connections, unlike IEU vectors, we put encoded action logs (concatenated
action type embedding and action features) instead of student embedding into the mix. Adding
the action information allows us to utilize important behavioral features from the dataset, while
omitting student embedding enhances the generalizability of the model. The other difference is
that we add a positional encoding layer before obtaining the final IIU vectors. This layer assigns
unique position-specific values to each token’s embedding, facilitating the model’s understand-
ing of the relative positions of tokens within the sequence. The inclusion of positional encoding
empowers the model to leverage the sequential nature of the data better when making predic-
tions. We employ the positional encoding as introduced in the original attention-based model
paper (Vaswani et al., 2017):

L pos
PB(por = sit (1ot ) @
JeX;
P Epos,2i+1) = €08 (m) )

where pos represents the position, ¢ denotes the dimension, and d,,,4¢; is the dimension of the
model.

As Figure 2 shows, a key distinction between the in-unit and end-of-unit problems in the
model is the inclusion of action-related information in IIU vectors, but not in IEU vectors.
This differentiation is aligned with our model’s focus on predicting only correct or incorrect
responses for end-of-unit test problems. Furthermore, we incorporate student embeddings in the
end-of-unit test problems to account for variations in exam outcomes across different student
populations even when they have the same action sequences.

3.2.3. Multi-head Attention Mechanisms

The core component in the Transformer Encoder is the attention mechanism (Vaswani et al.,
2017). Attention allows the model to assign different weights, or attention scores, to different
elements of the input sequence. By assigning higher weights to more important elements and
lower weights to less important ones, the model can effectively allocate its attention resources

and capture the most relevant information.

Formally, denote by D o {K, V} a database of key matrix K and value matrix V, and denote

by Q a query matrix. Then the scaled dot-product attention over D is defined as

T

V

where the softmax function is applied for each row of its input.

In simple terms, a query (q) is like a question, the keys (k) are like the keywords of a set of
possible answers, and a value (v) is the actual content or features of each answer. By comparing
the query with the keys, the attention mechanism determines the relevance or importance of each
key to the query. The resulting attention scores are then used to weigh the corresponding values.

We adopted single-head attention in our main model (Model 1). However, in our further
attempts, we leveraged multi-head attention, a module for attention mechanisms that run through
an attention mechanism several times in parallel. The independent attention outputs are then
concatenated and linearly transformed into the expected dimension. Formally, we define

Attention(Q, K, V) = softmax oy ( A% 4)
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MultiHead (Q, K, V) = [head,, . .., head;,| Wy (5)
where head; = Attention (QWQ, KWZK , VWY > (6)

(2
where WZQ, WZK , and WY are the weights matrices of head ¢ for the queries, keys, and values
respectively.

In our approach, we take the IEU vectors as the queries (Q) and the IIU vectors as both
the keys (K) and values (V) in the multi-head attention mechanism. The IEU vectors comprise
information about the students whose scores we intend to predict, while the IIU vectors integrate
additional data from action logs containing behavioral features. By doing so, the model can
attend to specific aspects related to each token in both process data and curricula information
when computing the attention scores. In addition, using the same keys and values simplifies the
computations as they can be performed simultaneously.

For every student and problem ID in the query, the multi-head attention module assigns
weights to the relevant problem and action log entries (values) based on their importance with
respect to the student’s specific query. By doing so, the module generates predictions for the
student’s performance on that particular problem. This process is repeated for each student and
problem combination, enabling the model to make individualized predictions for all students
and their respective problems based on their unique characteristics and interactions.

3.2.4. Output Layer

After getting the output of the attention layer, we feed it to a 1-layer MLP that ends with a
sigmoid function. Hence, for each assigned unit test problem, the model outputs a value between
0 and 1, which corresponds to the estimated score of the student on the problem.

3.3. ALTERNATIVE CHOICES OF ARCHITECTURE AND ENSEMBLE MODELING

We evaluated the performance of four slightly different model architectures based on the model
architecture introduced in Section 3.2 to examine how changing some components in the model
affects the prediction results and to evaluate ensemble modeling, a technique that combines
the predictions of multiple individual models to obtain a more accurate and robust prediction.
Table3 presents the comparison of all four slightly modified model architectures, including the
original model. Compared to the first model (i.e., the model introduced in Section 3.2), the
second model had a wider width of layers in the MLP used for problem embeddings. The
number of heads of the Transformer Encoder was increased to 10. These modifications would
increase the complexity of the model, which could lead to better accuracy and/or overfitting in
the model. In addition, student and class embeddings were added together, processed together
in the same MLP, and added to the IIU vectors and IEU vectors. The third model possessed
the same architecture as the second model, but with more layers for the student and class MLP,
and it only used the sequence level embeddings up to “sequence_folder_path_level 3,” which
means that the sequence level embeddings would not contain very specific information to avoid
overfitting the sequence level embeddings. The fourth model was similar to the third model
except for the number of heads of the Transformer Encoder being two.

To further evaluate the possibility of improving the AUCs, we also implemented an ensemble
modeling method that was ultimately used as a submission to the EDM Cup 2023. For ensemble
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Table 3: Comparison of architectures of model 1-4.

| Model 1 (base) | Model 2 | Model 3 | Model 4

Layers Width in MLP for Problem Embed- | 40 100 100 100
dings

Number of Layers for Student and Class | 2 2 3 3
MLP

Whether Student and Class Embeddings | No Yes Yes Yes
Added and Processed together

Sequence Levels Used for Generating Se- | 1-5 1-5 1-3 1-3
quence Level Embeddings

Number of Heads in Transformer Encoder | 1 10 10 2

modeling, we adopted rank averaging, a type of soft voting as per Sherazi et al. (2021), to
aggregate the predictions from all four types of models. This is because the area under the
receiver operating characteristic curve (AUC) was used as our evaluation metric, which is also
computed based on ranks in nature. The goal of rank averaging was to combine the rank orders
generated by individual models to create a final aggregated rank order. Note that as a submission
to the EDM Cup 2023, we further included another distinctively trained Model 4 in our ensemble
model because it led to the highest average validation and we thought it had the potential to be
the best model, thus aggregating five trained models in total.

Suppose we have a set of £ individual models, denoted as M, M, - - - | M, and the predic-
tions made by model M; for instance j is P;; (j = 1,--- ,n). Then the average rank of the j"
instance is

5 Zf:l rank(F%;)
Rj - k

(7

where rank(P;;) is the ascending rank of P;; among P, - -+, Pip.
Next, we normalize R; with the min-max method such that it falls within (0, 1). Therefore,
the final aggregated score of the j" instance over the k& models is

Rj —min{Ry, -+, R,}
max{R;, -, R,} —min{R;,--- ,R,}

Score; =

®)

3.4. EVALUATION METHODOLOGY

The dataset was divided by EDM Cup 2023 organizers into 75% for training and 25% for eval-
uation. More specifically, StratifiedGroupKFold by scikit-learn (Pedregosa et al., 2011)
was used to stratify the dataset by sequence ID and grouped by teacher ID so that no teacher
had data in both the training and evaluation datasets, and the number of assignments from each
sequence was also split into approximately 3:1 in training and evaluation respectively. At the
time of the Kaggle competition, the true scores in the evaluation dataset were completely hid-
den, and we could only submit predictions to the website to see the AUC scores. The evaluation
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dataset was further split into halves: public half and private half evaluation datasets. The public
evaluation dataset gave feedback (i.e., AUC scores of submitted predictions) to the competition
participants, and the private evaluation dataset was used for the final evaluation of models. Thus,
overfitting the public evaluation dataset might have caused a worse result for the private AUC
score.

In training, we employed 10-fold cross-validation to evaluate and select the best predictive
model. The procedure involved dividing our dataset into ten almost equally sized folds. Here,
we used KFold by scikit—-learn to generate 10 folds by treating each student as a data point.
This was because our model took all the assignments completed by a single student as input for
prediction. Thus, if one student was included in one fold, their assignment data would never be
included in another fold. During each iteration, we utilized nine folds to train the models, while
the remaining fold served as an independent validation dataset. This process was repeated ten
times to ensure that each fold was utilized as a validation dataset exactly once.

To measure the performance of our models, we employed AUC as the evaluation metric. For
each iteration of the cross-validation process, we computed the AUC value for the model using
the corresponding validation dataset. Subsequently, we selected the model with the highest AUC
value among the models estimated for each fold. To obtain a comprehensive measure of model
performance, we also calculated the average AUC by computing the mean of the AUC values
derived from all ten iterations. This average AUC provided a robust estimation of the predictive
capability of our models across different validation datasets.

4. RESULTS

4.1. MODEL PERFORMANCE

Table 4: Cross-Validation and Evaluation AUC Scores for Various Models and Ensemble Ap-
proach

Best Validation | Average Validation (SD) ‘ Evaluation (Public) ‘ Evaluation (Private)

Model 1 0.8156 0.8035 (0.0051) 0.78897 0.79083
Model 2 0.8132 0.8067 (0.0034) 0.78725 0.78617
Model 3 0.8117 0.8066 (0.0029) 0.78805 0.78458
Model 4 0.8150 0.8070 (0.0038) 0.78769 0.78427
Ensemble N/A N/A 0.79038 0.78969

Table 4 presents the summary of the AUC calculated from the 10-fold cross-validation and
the evaluation datasets. It is worth noting that Model 1 has the highest best validation, private
evaluation, and the second-best public AUC while having the lowest average validation AUC.
Therefore, as a learned model without ensembling, Model 1 is the best model. It is notable that
Model 1 outperforms Model 2 despite the latter’s greater complexity, including a broader layer
width in its MLP for problem embeddings and additional heads in the Transformer Encoder.
This discrepancy may suggest that Model 2 is overfitting the data. The ensemble model gives
the best public evaluation AUC and also the second-best private evaluation AUC although the
majority of the models (Models 2, 3, and 4) within the ensemble model perform worse than the
ensemble model itself, which could suggest that the ensemble modeling stabilizes and improves
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prediction results. However, note that the ensemble model does not perform better than Model
1, suggesting that we can just use Model 1 in practice.

4.2. ABLATION STUDY

Given the complexity of our dataset and model, assessing the impact of each model component
is crucial. We selected Model 1, as it consistently outperformed others in evaluation metrics.
Our ablation study involved omitting specific inputs and their corresponding model components,
allowing us to observe changes in AUC scores.

Table 5: AUC Scores for Ablation Study of Model 1

Model 1 Best Val- | Average | Evaluation| Evaluation
idation Valida- (Public) (Private)

tion (SD)

Original 0.8156 0.8035 0.7890 0.7908
(0.0051)

Without Sequence Level Embeddings 0.8088 0.8052 0.7854 0.7865
(0.0027)

Without Student/Class Embeddings 0.8108 0.8057 0.7877 0.7842
(0.0041)

Without Action Features 0.8108 0.8048 0.7856 0.7835
(0.0029)

Without Action Features and Student/Class | 0.8110 0.8029 0.7826 0.7826

Embeddings (0.0040)

Without Problem Features 0.8084 0.8052 0.7870 0.7816
(0.0024)

Without All Features Above 0.8088 0.8041 0.7851 0.7802
(0.0034)

Table 5 presents the results of the ablation study. The models are sorted in descending order
by the AUC for the private evaluation dataset. We specifically evaluated Model 1 without action
features and without student and class embeddings, as these configurations do not rely on user-
specific information and thus facilitate interpretation. Note that “Without All Above Features”
implies Model 1 solely relies on action type, sequence, and problem embeddings.

Generally, the original Model 1 has the largest best validation, public and private evaluation
AUCs, suggesting that removing any component from Model 1 leads to a decrease in AUC
scores. Note that the average validation score of the original Model 1 is the lowest, suggesting
that the variability of the cross validation AUC for each fold is high, as demonstrated by the
SD, possibly because of the complexity of the model. Table 5 also shows that removing all
the additional features in the table will result in both the lowest public and private evaluation
AUCs, suggesting the importance of incorporating all the additional features to maximize the
performance of the model. When examining each component individually, the AUC reduction
appears small, as they only perform better at either public or private dataset. From these results,
a certain type of additional features might only improve predictions for a small subset of the
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dataset. However, using all the additional features will help the model perform better at both the
public and private evaluation datasets.

4.3. INTERPRETATION

We use Model 1 for interpretation because it performs as well as the ensemble model, and it is
simpler than others since it only uses one head in the Transformer Encoder.

We first begin by understanding the importance of each action type. We use the attention
weights from the Transformer Encoder to estimate the importance of each action type. The
utilization of attention weights to interpret a deep learning model which relies on the attention
mechanism is very common (Pandey and Karypis, 2019; Yeh et al., 2023). We propose two
kinds of importance measures: the importance of action (IA) and the importance of a single
action (ISA). First, we define a function for a single-head Transformer Encoder, attnW(q, K),
to calculate attention weights. Given a query row-vector q and a key matrix K, the function is
defined as:

qW@(KWH)"
Vi

where W@ and W are weight matrices for queries and keys, respectively, and d}, is the dimen-
sionality of the key vectors.

The importance of an action type v, denoted as [ A,, is calculated by averaging the attention
weights associated with that action type across all queries and students. The formula is:

attnW(q, K) = softmax( ). )

Z Z Z i = v)[atnW(q, K;)]; (10)

Z qeqQ; j=1

where N is the number of students, Q; is the query matrix for student 7, nQ is the number of

queries for student 4, K; is the key matrix for student 4, n* is the number of keys for student 7,
and A = (Aij) is a matrix indicating action types, with Az J representing the action type of the
j-th action of student 7.

To illustrate the computation of Z?jl I(A;; = v)[attnW(q, Ki)]j within the formula, con-
sider this example: attnW(q, K;) = [0.1,0.1,0.2,0.2,0.4] and A;, = [1,2, 2, 3, 2], representing
the attention weights and action types for student 7, respectively. For action type v = 2, the
sum ). 1(A4;; = v)[attnW(q, K;)]; is calculated as 0.1 + 0.2 + 0.4 = 0.7, which is the sum
of the attention weights corresponding to action type v (indices 2, 3, and 5). Finally, [ A, is an
average of these sums over all queries and students, providing a measure of the importance of
each action type.

IA calculates how much the predictions could be explained by a specific action type. It
ranges between 0 and 1, and sums up to 1 across action types. Therefore, IA is affected by
the distribution of actions, which makes I A; higher when action j is taken more frequently than
others. For example, if IA for correct response in the action log is 40%, 40% of attention weights
are given to correct responses in the action log.

On the other hand, the importance of a single action takes into account the frequency of
actions taken by students, and explains the impact of taking a single action. Let us denote that
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= > . I(A;, = v), which is the count of actions associated with action type v taken by
student ¢.

K
K i

1 n
ISA, = Zln =) Zln > 0) o =Y ) Ay =v)[atnW(q, K;));. (11)

mn.
W qeqQ; j=1

Here, I(nX > 0) is an indicator function that checks whether student i has performed any
action of type v. The denominator, ) . [ (nX > 0), counts the number of students who have
performed at least one action of type v, normalizing the value across students.

To illustrate this with a previous example, consider % > qeqi 2; 1(Ai; = v)[atnW(q, K;)];.

Since nf* = 5 and n{ = 3, the calculation becomes 2 (O 1 +0.2+0.4) ~ 1.17. This sum is nor-
malized because three of the five actions correspond to action type v = 2. ISA then represents
the average of these normalized values across all queries and students who have performed at
least one action of type v.

The ISA value provides a comparative measure of the relative impact of a single instance
of a specific action type. It averages the normalized attention weights for each action type for
a student, where these weights are expected to sum to 1 (due to the softmax function in the
attention weight calculation). This average is then taken across all students who have taken at
least one action of type v. An ISA value below 1 implies that the action type has a lesser rela-
tive importance compared to other actions, whereas a value above 1 indicates a higher relative
importance.

Table 6: Total counts of actions by students who have completed end-of-unit test assignments
and their proportions, the importance of action (IA), and the importance of a single action (ISA).

Action ‘ Count ‘ Proportion ‘ IA ‘ ISA

Assignment started 686,862 0.080 0.120 | 1.0305
Correct response 3,826,150 0.443 0.409 | 0.9456
Wrong response 1,692,483 0.196 0.196 | 1.0601
Open response 1,681,964 0.195 0.186 | 0.9933
Answer requested 640,317 0.074 0.078 | 1.1293
Hint requested 82,187 0.010 0.008 | 1.0303
Explanation requested 23,380 0.003 0.003 | 1.0983
Skill related video requested 1,341 0.000 0.000 | 1.1122
Live tutor requested 176 0.000 0.000 | 0.9666

Table 6 shows the TA and ISA for the action types associated with problems that were used
for prediction in our model, along with the counts and proportions of actions by students who
have completed end-of-unit test assignments. Based on the IA values, “wrong response,” “cor-
rect response,” and “open response” are the types of actions that are most predictive. This could
be due to the differences in the frequency of action instances for each type. IA for all the action

types have similar values as the proportions of action type counts. Therefore, “wrong response,”
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“correct response,”’ and “open response” are the most influential action types because they tend
to appear most frequently.

On the other hand, the effect of a single instance of an action type is different among all the
action types, which explains why the IA values from Table 6 and the proportions of action type
counts do not exactly match. When we look at ISA, “correct response” and “open response’ have
lower values (smaller than 1), meaning that a single action of either type has lower influences
on predictions. This is because both types of responses could be made easily after certain types
of action types such as “answer requested” and “explanation requested,” and these action types
might be more informative when predicting students’ ability and scores. In fact, the ISA of
“answer requested” and “explanation requested” are 1.1293 and 1.0983 respectively, and higher
than both “correct response” and “open response.” Note that “skill related video requested” also
has a high ISA value, but we refrained from making generalizations due to its limited sample
size. Thus, single instances of “correct response” and “open response’ have the least information
when predicting students’ scores.

4.4. EFFECTS OF ACTIONS
4.41. Main effects

To demonstrate the effects of actions on the end-of-unit test problems, we construct artificial
action logs constituting the top 100 popular in-unit problems with only a certain type of action
to estimate the average probabilities of getting a correct answer. Specifically, we focus on a
subset of the total 14 types of actions that are associated with problems: three types of responses
(correct, wrong, and open) and five types of requests (answer, hint, explanation, skill-related
video, and live tutor). Note that we used Model 1 without action features and student/class
embeddings, which was introduced in Section 4.2, Ablation Study, for ease of constructing
the artificial action logs. In addition, since every student begins with “assignment started,” we
inserted an “assignment started” action at the beginning, setting the same sequence ID as the
most popular problem. Then, we predict the probabilities of getting correct responses for the
top 100 popular end-of-unit test assignment problems. By calculating the average probability
of getting correct responses, we can evaluate how taking a certain action affects predictions.
We call these effects “main effects” because we do not consider any interactions with any other
action type for each action.

Figure 3 shows the average probabilities of getting correct responses for the end-of-unit test
problems, given that all the actions for the in-unit assignment problems are of the same type.
As expected, “correct response” gives the highest average probability for correct responses.
Also, “open response” gives the second-highest average probability, meaning that doing open
response problems leads to higher scores. Conversely, the action type “answer requested” results
in the lowest average probability, even lower than that of “wrong response.” This may be due to
factors such as students’ reduced motivation or lack of proficiency, which leads them to request
answers instead of attempting to solve problems. Another potential explanation is the difference
in the abilities of the student populations who do and do not make such requests. That is,
students who request answers might have a lower average ability level than those who do not.
Consequently, it’s challenging to definitively conclude why the probabilities associated with
“answer requested” are even lower than those for "wrong response.” Similarly, for actions like
“explanation requested,” and hint requested,” we observe a trend of lower average probabilities
than that of “wrong response.”

75 Journal of Educational Data Mining, Volume 16, No 2, 2024



o
-
o

EffectType
0.50 Main Effect
Joint Effect (Wrong —> Request)

Joint Effect (Wrong —> Request —> Correct)

Average Probability Correct
5

0.00

Q%e &Q’ &Q, @b @6 @6 @6 @b
QO QO QO =) =) =) 2 =)
8 8 S 0\0@ O\?e 0\?@ 0\?6 &z
N & & & & & & &
& < 3 o N

\«Q/ \OQ & Q@/ \(\\(\ 0 & 0\0

O & S 2 K\ x>
S & S > &

N4 & N
[2 &
D
oF
Action

Figure 3: Main effects and joint effects of actions.

It is worth noting that “live tutor requested” gives a very high average probability; however,
it is difficult to generalize this result because the sample size for “live tutor requested” is very
limited. According to Table 6, “live tutor requested” has the least number of instances and
thus the result could be attributed to the very limited sample rather than the effect of the action
itself. For a similar reason, ‘“skill related video requested” gives a slightly higher probability
than “wrong response.” Given this limitation, we refrain from concluding the effect of the "live
tutor requested” and “‘skill related video requested” actions within the scope of this study.

4.4.2. Joint Effects

We observed that action types such as “answer requested,” "hint requested,” or “explanation
requested” typically indicate lower probabilities of correct responses, and we theorized that it
could be attributed to the lower ability levels of the students who tend to request these forms
of assistance. To further investigate this, we examine a situation where these requests are made
following each incorrect response. This is to assess whether such requests could potentially
lead to an improvement in scores. For this investigation, we utilize the same artificial dataset
as in the previous section, but with a modification: we inserted a ”wrong response” before each
instance of these help requests. This approach allows us to more accurately evaluate the impact
of these help-seeking actions on student performance, especially in the context of their response
to wrong answers.

The joint effects of a “wrong response” and a request suggest similar patterns as the main
effects of the request itself (Figure 3). Notably, when a “wrong response” precedes a request for
assistance, it generally leads to a higher probability of a correct response compared to situations
where no “wrong response” is involved. This indicates that students are more likely to answer
correctly if they initially attempt in-unit assignment problems and subsequently seek assistance,
rather than avoiding attempting the problems before seeking assistance. This may be attributed
to the enhanced learning effects when students actively engage with problems before seeking
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help. However, since this study does not involve any experimental design, further research is
necessary to explore the causal link between these observations by possibly experimenting.

Finally, these artificial action logs do not take into account that “correct response” might
follow these requesting actions by knowing how to solve problems after a request action. We
also simulate such cases by including “correct response” after each requesting action. As shown
in Figure 3, the triple joint effects of “wrong response”, a request, and “correct response” are all
higher than the double joint effects, and higher than a single requesting action. This outcome
is expected as it reflects scenarios where students correctly answer questions after receiving
assistance, indicating a more effective learning process compared to the other two scenarios.
Note that because “correct response” typically receives the smallest attention weight, the request
action types will be more important when predicting students’ scores.

4.5. |INFERRING THE EFFECTS OF INPUT VECTORS FROM DATA

In addition, we also extracted the effects of actions from the input (IIU) vectors for the Trans-
former Encoder. Because 11U vectors are used for both Key and Value for the Transformer
Encoder, the information contained in IIU vectors is directly related to both attention weights
and predicted probabilities of correct answers. Therefore, if we could interpret IIU vectors, we
would be able to understand how action types will influence the prediction results. We did not
analyze IEU vectors because it is used as the query (Q) and does not contain much useful infor-
mation. In this section, we used the same model as the previous section (Model 1 without action
features and student/class embeddings).

More specifically, we took the following steps. First, we saved all the IIU vectors generated
while predicting end-of-unit test problems. The IIU vectors are transformed by the weight ma-
trix, WX, of the head of the transformer. Contrary to Section 4.3, we used the real action logs
for analysis. Second, since action types are very imbalanced, we randomly under-sampled input
vectors in majority classes and over-sampled input vectors in minority classes using SMOTE
(Chawla et al., 2002). Because it has a moderately large sample size, we used ‘“answer re-
quested” as the reference class for both over-sampling and under-sampling so that all other
classes have the same count as “answer requested,” 686862.

Third, we applied Neighborhood Components Analysis (Goldberger et al., 2004) to find
a linear transformation of IIU vectors that predicts action types the best, which we call NCA
scores. We believe NCA gives us insights into the input vectors because NCA finds a linear
transformation of the input space such that the k-nearest neighbor performs well in the trans-
formed space (Goldberger et al., 2004). This implies that action types yielding similar NCA
scores are likely to be similar. Since the input vectors are used to compute attention weights and
predicted probabilities, this similarity in action types is indicative of similar predicted probabil-
ities. Finally, since the scale is not identifiable, we standardized the NCA scores and calculated
their means and standard deviations for each action type. We interpret how types of actions are
similar to each other in terms of their effects on predicted probabilities.

Table 7 presents the summary of mean and standard deviations for NCA scores across dif-
ferent action types. The order of action types by NCA scores aligns with the order of average
probability correctness for the main effects, as shown in Figure 3. This alignment is further sub-
stantiated by a perfect Spearman’s rank correlation (p = 1), indicating a direct correspondence
between the two orders. Furthermore, the standard deviations are small across action types, re-
inforcing the reliability of these insights. Therefore, the results demonstrate that we can infer the
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Table 7: Summary of mean and standard deviations for NCA scores across different action types.

Action ‘ Mean ‘ SD
correct response 1.65 | 0.08
open response 1.27 | 0.10
live tutor requested 0.80 | 0.09
skill related video requested | 0.42 | 0.07
wrong response -0.36 | 0.08
hint requested -0.71 | 0.06
explanation requested -0.87 | 0.07
answer requested -1.10 | 0.10

main effects of action types just from the data without using the artificial action logs procedure.

5. PROBLEM ASSOCIATIONS

Analyzing problem associations is a popular application of knowledge tracing models (Piech
et al., 2015; Pandey and Karypis, 2019). In this section, we demonstrate it using our model fol-
lowing a similar procedure to SAKT, which is based on attention weights (Pandey and Karypis,
2019). In our context, it could be especially useful since some in-unit assignment problems are
more predictive than others. If we can identify in-unit assignment problems that are very predic-
tive of their end-of-unit test scores, teachers might be recommended to include these problems in
an assignment before end-of-unit tests and make sure students can solve these problems, as we
have demonstrated that having a correct response after a wrong response improves their score.

Associations between in-unit and end-of-unit test problems could be inferred from attention
weights computed by the Transformer Encoder. By taking the same procedure as Section 4.3.1,
we constructed artificial action logs constituting correct responses to the 20 most popular in-
unit assignment problems. Note that for this analysis, we used the original Model 1 because
using the auxiliary information, especially problem and sequence features, improved learning
the problem associations better. In generating the artificial action logs, for action features, we
used no tutoring option, a single attempt, no time spent, and mean values for the timestamp,
time, and day. We used zero vectors for the student embedding. Then, we predicted the 20 most
popular end-of-unit test problems and obtained attention weights generated by the model.

Figure 4 shows the attention weights for the 20 most popular in-unit and end-of-unit test
problems. We can observe that some in-unit assignment problems are more predictive than oth-
ers. For example, problem 1LNFAL3X4R consistently yields higher attention weights than
189019ZY2W. Therefore, having a score of ILNFAL3X4R is much more informative than
1890I9ZY2W. On the other hand, some end-of-unit test problems are more “picky” than oth-
ers in terms of their associations with in-unit assignment problems. For example, attention
weights for 23K8G70HFU have more variance: very high for ILNFAL3X4R and very low for
189019ZY2W, while those for X6BBEQ4V X have less variance: similar weights between 1LN-
FAL3X4R and 189019ZY2W. Therefore, we can assume that some end-of-unit tests might rely
on very specific skills, leading to depend on certain in-unit assignment problems (i.e., “tricky”
about skills and problems).
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Figure 4: Attention Weights for the 20 most popular in-unit and end-of-unit test problems.

5.1. VISUALIZING PROBLEM ASSOCIATIONS

The importance of designing instruction based on knowledge components is a key focus among
researchers (Koedinger et al., 2012; diSessa, 1993). Within the Knowledge Learning Instruction
(KLI) framework, a knowledge component is defined as “an acquired unit of cognitive function
or structure that can be inferred from performance on a set of related tasks” (Koedinger et al.,
2012). Knowledge components exhibit variations in complexity, domain, applicability (whether
constant or variable), and responses (constant or variable). Although our dataset already labels
knowledge components at the problem level using *The Common Core State Standards for Math-
ematics skill code,” and at the sequence level by grade or subject information from the Kendall
Hunt Illustrative Mathematics curriculum or the Engage New York mathematics curriculum, it
remains valuable to demonstrate the ability to identify potential knowledge components directly
from data. For instance, Pandey and Karypis (2019) demonstrated the discovery of problem
relevance through problem association from attention weights, leading to the creation of a graph
that represents latent concepts, which are likely correlated with knowledge components.

Although technically feasible, replicating this method is difficult in our model, particularly
in accurately predicting attention weights for the same set of problems. This difficulty arises
because, in our dataset, a problem is categorized exclusively as either in-unit or end-of-unit, not
both. Consequently, during the training process, queries are assigned solely to end-of-unit prob-
lems, while key and value pairs are restricted to in-unit problems. This distinction complicates
the application of the method in our context because the problem associations between in-unit
problems are not explicitly learned. Additionally, the sparsity of our dataset presents another
obstacle in predicting knowledge components. With a total of 132,738 problems, it becomes
difficult to identify global knowledge components that comprehensively explain various topics
because users only solve a very small subset of the problems.

Therefore, we propose a simpler procedure to demonstrate the capability of our model to
learn knowledge components. This involves employing the same NCA (Neighborhood Com-
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ponent Analysis) procedure outlined in Section 4.5. In this process, we use the 11U vectors as
input for the NCA, resulting in a two-dimensional output vector based on the lowest sequence
level information. The IIU vectors are derived from each problem within a specific sequence,
in this example, ’EngageNY/Eureka Math, Grade 2, Module 1 - Sums and Differences to 100
(OA, NBT).” As depicted in Figure 5, this approach yields a two-dimensional plot where 11U
vectors are separated by topics. The topics are well separated in the plot, and some problems
within a single topic are more clustered than others, which suggests a smaller knowledge com-
ponent within the topic. For instance, within Topic B, Lesson 5, we observe distinct sub-clusters
within the main topic cluster. This finding suggests the potential for further identifying smaller
knowledge components.
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Figure 5: Visualization of problems in a sequence colored by the topics.

6. DISCUSSION AND CONCLUSION

In this study, we proposed a novel framework for the ASSISTments dataset, comprising detailed
preprocessing and a Transformer-based predictive model. Our approach primarily utilizes the
action log from the ASSISTments server to forecast future learning outcomes. To boost predic-
tion accuracy, the model incorporates extensive data on problem details and sequences. A key
feature of our Transformer-based model is its ability to process in-unit and end-of-unit test prob-
lems differently by constructing separate inputs from their respective auxiliary features such as
action features and student embeddings. Remarkably, our model secured the top position on
the leaderboard at the EDM Cup 2023 using a private dataset, demonstrating superior predic-
tion accuracy and generalizability compared to other entrants. Despite the complexity of our
model, we introduced interpretation methods to understand the impact of different action types
on end-of-unit test scores. We have detailed the influence of each action type in the action log
and explored problem-problem associations to gauge how in-unit assignment problems might
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affect specific end-of-unit test problems. This investigation has also led to the identification of
problem clusters based on their topics.

Our study contributes significantly to methodological developments in modeling and inter-
pretation, yet we recognize several limitations. First, due to the complex network architecture
of our model, it is challenging to interpret it without applying some modifications. Especially if
one wants to use artificial action logs for interpretation, they must either simulate student em-
beddings and action features like timestamps or omit these inputs and components as we did
in our study. While simulating student embeddings is feasible using zero vectors, accurately
faking timestamps is more challenging because the timestamp is a variable that is affected by
many factors such as students’ ability, personality, and learning materials. Therefore, future
research should consider designing a model architecture that uses both of these types of in-
formation without sacrificing interpretability. Second, we did not conduct a direct quantitative
performance comparison with existing methods such as SAKT (Pandey and Karypis, 2019) and
SAINT (Choi et al., 2020) as well as others in the EDM Cup 2023 due to limited time and re-
sources and/or model availability. Future studies should include comprehensive evaluations of
other models featured in this special issue. Third, the class imbalance of action types poses a
challenge, particularly in drawing conclusions for certain action types with small sample sizes,
such as “skill-related video requested” and “live tutor requested,” which have only 1,341 and
176 actions, respectively. This necessitates further evaluation with larger sample sizes. Fourth,
our model has limited capability in learning associations among in-unit problems, especially at
a larger scale. This is because of the nature of the task, focused as it is on predicting end-of-
unit problem responses from in-unit problems. Contrarily, traditional knowledge tracing mod-
els, which predict responses within an action log, tend to learn these associations more effec-
tively. To improve this aspect, future work could explore methods like self-supervised learning
(Balestriero et al., 2023) to better capture these in-unit problem associations.
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A. ACTION TYPES

Items marked with an asterisk are included in our model.

84

10.
11.
12.

13.

14.

. problem_started: The student started a problem.

problem finished: The student finished a problem.

continue_selected: The student pressed the continue button after they finished a
problem, moving them to the next problem in their assignment.

correct_response®: The student submitted a correct response to a problem.

. wrong_response®*: The student submitted an incorrect response to a problem.

open_response*: The student submitted a response to an open-response question.

. assignment_started*: The student started their assignment.

answer_requested®: The student requested the answer to a problem.
assignment_finished: The student completed their assignment.
assignment_resumed: The student resumed their assignment.

hint_requested®: The student requested one hint from a set of hints for the problem.
explanation_requested®: The student requested an explanation for the problem

skill related video_requested®: The student requested a video that provides
general instruction for the skill most related to solving the problem.

live_tutor_requested®: The student requested a chat session with a live tutor.
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