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Recommender systems in educational contexts have proven to be effective in identifying learning resources that fit the interests and needs of learners. Their usage has been of special interest in online self-learning scenarios to increase student retention and improve the learning experience. In this article, we present the design of a hybrid course recommendation system for an online learning platform. The proposed hybrid system articulates the recommendation carried out by collaborative and content-based filter strategies. For the collaborative filtering recommender, we address the challenge of recommending meaningful content with limited information from users by using rating estimation strategies from a log system (Google Analytics). Our approach posits strategies to mine logs and generates effective ratings through the counting and temporal analysis of sessions. We evaluate different rating penalty strategies and compare the use of per-user metrics for rating estimation. For the content-based recommender, we compare different text embeddings that range from well-known topic models (LSA and LDA) to more recent multilingual contextual embeddings pre-trained on large-scale unlabelled corpora. The results show that the best model in terms of $P@5$ was the Collaborative filtering recommendation model with a value of 0.4, i.e., two out of five courses recommended could be of the user’s interest. This result is satisfactory considering that our models were trained from ratings inferred from implicit user data. The content-based strategies did not yield significant results, however, these strategies help to mitigate the cold start problem and validate the use of a combined hybrid strategy.
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1. INTRODUCTION

The number of users enrolled in learning web platforms (i.e., MOOCs) (Kang, 2021) has constantly grown in the last 8 years (Sari et al., 2020). The recent COVID-19 pandemic has reinforced this phenomenon, and web virtual learning platforms are taking on importance not previously seen. The pandemic pushed learners, course designers, and instructors to migrate to virtual environments where the learning content is mainly delivered in digital formats with limited or no face-to-face interaction. In addition, existing work has shown the importance of simple but effective virtual learning environments, which allow a progressive adaptation according to learners’ needs and preferences, in order to keep them motivated and engaged (Zakaria et al., 2016; Sousa and Rocha, 2020).

To adapt the learning environment and give meaningful content recommendations to learners, learning platforms should be able to profile the learner in terms of a set of features such as preferences, behavior, user navigation patterns, or learning needs. A question that arises in this context is, how to obtain relevant learners’ information? While more traditional approaches ask the learner directly through surveys and registration forms, modern approaches complement such explicit information with implicit/latent data extracted from interactions with the platform (i.e., logs) (Kew and Tasir, 2022; Hassan et al., 2021). The amount and quality of information that can be extracted depend largely on privacy regulations, the administrator guidelines, and the platform’s technological capabilities. Therefore, it is not unusual to find free virtual learning scenarios where the available and collected information about learners is limited. This is the case for the GCFGlobal learning platform.1

The objective of the GCFGlobal Learning Program is to teach different basic skills necessary for the 21st century, online, in an open modality, and without cost. According to GCFGlobal’s Web page, gcfglobal.org, GCFGlobal offers training in more than 40 topics, ranging from Microsoft Office and email usage to reading, math, and more. The content there is organized in courses, and a GCFGlobal course contains several lessons. GCFGlobal offers more than 360 courses, counting more than 6,400 lessons, more than 2,500 videos, and more than 50 interactive activities and games. In 2021 the number of users for the English, Spanish, and Portuguese sites, visiting at least one course was around 41 million. GCFGlobal establishes as a regulatory principle of its operation that access to their learning content has to be open to anyone in the world, and the only requirement is internet access. The courses are online, self-paced, and self-directed (i.e., without a tutor). Registration and authentication on the platform are not mandatory and it is estimated that only 2% of users are registered, thus, there is no explicit information about learners (i.e., identity data). The information that is available comes mainly from logs via the Google Analytics tool. Google Analytics is a standard and popular tool used in e-commerce that has been positioned as a useful tool in learning platforms (Brandon, 2019; Gaur et al., 2016). Google Analytics’ popularity is due to the ease of implementation and its capabilities to filter and analyze large volumes of logs. Although log analysis has limitations when it comes to identifying a user, it is the most likely type of data that can be found in any existing web-based platform.

This paper is an extension of our previous work (Sanguino et al., 2022). Our goal with this paper is to present a hybrid recommendation system that is able to work in limited information scenarios, i.e., the proposed recommendation system uses as input information available

in Google Analytics logs from GCFGlobal. In addition, we present an empirical study for rating estimation from Google Analytics logs, for the collaborative filtering (CF) approach. These ratings express the preferences of the learners and allow us to construct the collaborative filter model. Our hybrid recommender system also contains a content-based (CB) strategy to deal mainly with the cold start problem. Since the lessons are texts, the crucial step is the construction of an appropriate vector representation that allows correct similarity to be computed. We present a comparative study of different vectorization strategies that range from well-known topic models (LSA and LDA) to more recent multilingual contextual embeddings, pre-trained on large-scale unlabelled corpora.

Finally, to combine the CF and CB strategies, we use a weighted hybrid strategy (Yin et al., 2020; Do et al., 2017). Even though there are more outstanding strategies such as the analysis of the dispersion of the rating matrix (Xiao et al., 2018), these cannot be applied in our case as most of the users are "new users" and our matrix would be constantly sparse.

We use the term "limited information scenario" to refer to the scenario where there is no explicit information about the users and it is necessary to use alternative sources of implicit information, as Google Analytics logs. Because logs provide information about web pages visited by users, we process them to extract the courses and lessons that the users accessed. However, to work with these logs and build a recommendation system, we have to assume the following statements:

- A user visits the platform using a unique device. This is required as the user identifier in Google Analytics is the device identifier. In the way the logs are implemented, it is not possible to correlate the same user accessing on different devices.

- Most of the users are "new users". Approximately 70% of the visits correspond to devices not previously seen. This percentage is stable in the analyzed observation period (one year), and poses a huge challenge related to the well-known cold start problem.

- Users completely study the lessons they access. Although within our experiments, we explore the possibility of filtering access by session duration as an additional check, there is no guarantee that a user will cover all learning content of the lesson.

Our assumptions suppose a challenge in the construction of recommendation systems. Therefore, the way how we approached these challenges with our hybrid recommendation system constitutes the main contribution of this article. That contribution is supported on the following aspects described in the following sections:

1. Dedicated strategies for counting lessons seen by a user, and processing the timelines from logs.

2. A strategy to generate ratings that contemplate per-user metrics based on lesson counting for the CF model.

3. A comparison of previous strategies in the course recommendation task for the CF model.

4. A comparison of topic models (LSA, and LDA) and contextual embeddings (MPNet, RoBERTa, and MiniLM) as text vectorization strategies for the CB model.
A comparison of non-multilingual and multilingual contextual embeddings as text vector-ization strategies for the CB model.

An analysis of the impact of the length of the text used to represent the course content, in the recommendation precision for the CB model.

The paper is organized as follows: Section 2 describes related work on recommendation systems in e-learning. Section 3 describes our proposed architecture for the recommendation system and the pipeline to build the model divided into 4 parts: First we explain the data processing steps. The following parts present the strategies and considerations to build the CF, CB, and hybrid models. Section 4 presents the experimental results of each model. Finally, Section 5 presents the discussion and future research directions, and Section 6 concludes with a summary of the main ideas and findings of the paper.

2. RELATED WORK

2.1. COURSES RECOMMENDATION SYSTEMS IN E-LEARNING

A recommender system can be characterized by answering the following four questions: What does the system recommend? On what sources of information? With which recommendation technique? And based on what technological paradigm?

Regarding the first question, in the context of learning, recommender systems can provide recommendations on different dimensions (Uddin et al., 2021): they can recommend educational resources at different levels of granularity: complete courses, particular lessons, and even specific content such as texts, videos, tutorials, etc. They can also recommend elements related to the learning process such as pre-requisites, learning objectives, or learning paths (Manrique Pi-ramanrique, 2019) as well as supporting student peers.

To build the recommendations, e-learning recommender systems exploit three sources of information: the educational resources and paths, the users’ (students’) information, and the interaction between them. Information on these sources may be implicit or explicit. Implicit information is mainly obtained by automatically analyzing the interactions with the learning platform and the content of the educational resources, a source often exploited in MOOCs through learning Analytics (Uddin et al., 2021). Explicit information on users such as interests, goals, and background might be directly asked, for instance when enrolling in a MOOC course. Also, open educational resources (OER) are often enriched with educational metadata like the Learning Object Metadata (LOM) and IEEE Sharable Content Object Reference Model (SCORM) standards to facilitate a pedagogically oriented search in learning object repositories (LOR) like Merlot (Ghebghoub et al., 2008; Shmueli, 2017).

Based on this information, two common techniques used to generate a recommendation are: collaborative filtering and content-based recommendation. (Do et al., 2017; Shanshan et al., 2021). Collaborative filtering is based on the premise that if two users are “similar”, they should be interested in the same OERs (Xiao et al., 2018; Shanshan et al., 2021). The content-based technique is based on the assumption that if a user has explored an OER, it is possible that they will be interested in another “similar” OER (Xiao et al., 2018; Do et al., 2017).

Finally, there are two major technological paradigms used in recommendation systems for e-learning. First, symbolic or knowledge-based approaches (Tarus et al., 2018). The recommendation system is based on an explicit representation of the knowledge and the content of both
users and OERs, and performs similarity analyses based on a comparison of said representations. Recent work uses ontologies and Semantic Web-based knowledge graphs for knowledge representation (Manrique et al., 2018), the related competencies (Paquette et al., 2021) and use graph similarity algorithms (Manrique et al., 2018), or knowledge inferences (Paquette et al., 2015; Marino and Paquette, 2010) to generate the recommendations. The knowledge-based approach relies on the explicit knowledge representation, either registered manually or extracted automatically from texts (Manrique et al., 2018), or from user interaction.

The second technological paradigm, which is the most widely used today, uses a connectionist approach that establishes similarity at the level, not of knowledge, but of data, using machine learning algorithms (Xiao et al., 2018; Shanshan et al., 2021). While the connectionist approach has some well-documented problems such as the data sparsity and the cold start, it does not need an explicit representation of the knowledge and content of users and resources.

It is worth noticing that the knowledge-based and the machine-learning-based paradigms can be combined, for instance by working with the explicit knowledge from the learning resources but keeping the user’s information at the level of the logs of the interactions with the platform. And they can both apply any of the recommendation techniques. The following section explains further the different recommendation techniques.

2.2. Recommendation Techniques for Courses Recommendation Systems in e-Learning

In e-learning, one of the most popular recommendation techniques used is Collaborative Filtering (Shanshan et al., 2021; Mawane et al., 2020). Collaborative filtering (CF) analyzes users’ behavior and course ratings to find a group of similar users. Then, the recommendation is made based on the courses viewed by the group. The rating could be explicit (e.g., by a score that the learner gives to the course), or implicit (e.g., deducted from the learner’s interactions with the course content). These ratings are used to calculate the similarity between users (Tarus et al., 2018; Uddin et al., 2021). CF-based systems assume that if learner \( X \) has the same/similar rating as learner \( Y \) on a course, \( X \) is more likely to have the same/similar rating as \( Y \) on a different course (Aggarwal, 2016a, Chapter 3).

In the last years, different CF recommendation systems have been proposed. Although using CF has shown success, it also has limitations when the data has a reduced number of user ratings. For example, a CF-based system cannot cluster users with similar interests when the amount of ratings is very low. As a result, the precision of the recommendations is low. This problem is called cold start (Shanshan et al., 2021; Ma et al., 2021).

To address the cold start problem, recommendation systems implement auxiliary content-based (CB) systems that use additional information, in our context information about the lessons and courses. CB systems try to relate courses according to similar/common characteristics; thus, a course would be recommended with a higher probability if it has similar characteristics with other courses viewed by the user. With this concept, the system does not need a big amount of user data but it requires a normalized representation of the course content to find similar courses and recommend the ones similar to those seen/visited by the user. As consequence, the system recommends courses on the same area of the courses that the user sees, reducing the serendipity. The course content is usually text so the CB system requires a special representation of the text, such that it allows for similarity computation. The most common technique in the literature to represent the course content is by using topics models such as Latent Dirichlet Allocation (LDA).
(LDA) (Yin et al., 2020; Campos et al., 2020) and Latent Semantic Analysis (LSA) (Cao et al., 2020), however, more recent approaches exist based on deep neural networks, such as auto-encoders and contextual embeddings (Wang et al., 2020).

Xiao et al. (2018) address the cold-start problem via model parallelization. In this approach, the selection of which model to use depends on the sparse matrix grade, i.e., there is a threshold defining when the recommendation system uses one model (e.g., CF) or the other (e.g., CB). In the end, both systems work independently (this could be very useful to replace or modify a recommender system according to a new type of data users), and a ruler of switching decides which system to use. Shanshan et al. (2021) use an approach based on representing content via ontologies. They represent the relations between users and courses in an ontology, and use it as input for the CF model. Recommendations are refined from the CF by using association rules. Do et al. (2017) creates a factorization matrix and a knowledge model based on rules to classify users into different groups, generate different recommendations, and merge them with a weighted hybrid method.

Madani et al. (2020) exploit social networks to automatically create profiles and generate recommendations based on the most similar users. In this case, for the cold-start problem, the authors propose the use of a reinforcement learning model that receives as input the profile and generates the recommendations as output. Mawane et al. (2020) propose a CF system based on deep learning. They group the users using personal data, the volume of interactions with the site, and the score in the evaluations to cluster users, then they use two neuronal networks. The first one extracts the most relevant items in the cluster, and the second one predicts the score in the common courses of the cluster. In the end, they merge the results according to custom rules.

The aforementioned works operate in rich information scenarios. In these scenarios, demographic information, evaluation results, perception surveys, or social networks profiles are available to facilitate the construction and evaluation of the recommender system. We also found in other surveys the absence of works that address scenarios of low information about the user (Uddin et al., 2021). The recommender system we present in this paper combines the CF and CB strategies. However, we do not rely upon explicit user information. Our CF works only with ratings estimated from logs' events extracted from Google Analytics. Thus, we present dedicated strategies for counting lessons seen by a user, processing the timelines, and estimating ratings from this kind of logs. Another difference is related to the expected number of new users. Around 70% of the total traffic of GCFGlobal is from new users. This is a common behavior in the period that was analyzed (one year) and poses a challenge in relation to the cold start problem. Based on the above challenge, we propose a hybrid recommendation system that combines the CF with a CB system via a weighted strategy. Our goal is to combine the best strategy according to the literature review (CF) with a strategy that allows us to deal with the cold start problem (CB). Additionally, since we want to operate in multiple languages (Spanish, English, Portuguese), for our CB we propose the use of multilanguage contextual embeddings. According to Uddin et al. (2021) the research in languages like Spanish and Portuguese is quite limited, so this paper also constitutes a breakthrough in strategies to break language barriers in recommender systems.

3. PROPOSED RECOMMENDATION SYSTEM

Figure 1 shows the components of our recommendation system. The objective is to recommend to a user a course that meets their needs and interests. As noted above, the literature suggests that
for educational platforms, a CF strategy is the best recommendation model option (Shanshan et al., 2021). However, the web traffic of the GCFGlobal learning platform comes from new users (i.e., they are using a device not previously seen in the logs), therefore a recommendation system based only on a CF model could be strongly impacted by the cold start problem. For this reason, we propose a hybrid model that combines a CF and a CB model which enables us to give suggestions to returning and new users alike.

We want our recommendation systems to be improved based on the new information available. Therefore, we propose an architecture based on interconnected independent components that allow future updates or changes without generating a big impact. Both content-based recommendation and collaborative filter-based recommendation can operate independently, and they are fed with different information sources.

Figure 1: Recommendation system components.

The GCFGlobal data sources used by the recommendation systems are, on one hand, Google Analytics, which stores the user interactions with the courses and provides the information used to build the CF model. On the other hand, a Mongo database containing the contents of the lessons and courses of GCFGlobal. The Mongo database is the source of information for the CB recommendation model. The steps of data enlistment and data processing for each source are presented in Section 3.1. The construction of the recommendation models and the hybrid strategy is presented in Sections 3.3, 3.2, and 3.4 respectively.

3.1. DATA PROCESSING

In the GCFGlobal platform a course is made up of lessons. Each lesson is self-contained at the content level and is stored as HTML in the MongoDB database. At the navigation level, each lesson is basically an independent web page within the platform. User interactions with the lessons are registered as logs on the Google Analytics platform. As there is no mandatory user registration on the GCFGlobal platform, a unique identification of the user is a challenge in
the logs. The following paragraphs present the processing performed on both the data extracted from Google Analytics and the data extracted from MongoDB.

3.1.1. Google Analytics logs processing

The events generated by the actions of a user on the platform are consolidated in a Google Analytics session. The end of a session is an automatic event after 30 minutes of inactivity\(^2\). Inside the sessions, we are interested in the "PageView" events that allow us to know the URLs that the user visited. The URLs in the GCFGlobal platform are organized in such a way that it is possible to easily know the course and the lesson that the user has visited. URLs are specified as: "language/course.lesson/additional-params".

To group the sessions of the same user over time, we assume that a user accesses the platform through a single unique device. This statement is true in most cases, but we cannot guarantee it. User registration is not mandatory in GCFGlobal, and the number of users that are registered is low (2%). Therefore, there is no additional information that can be used to improve user session identification; under those conditions, the most suitable approach is to take advantage of the Google Analytics device identifier.

We use two filters to select users and lessons from Google Analytics. The first filter removes sporadic users, keeping users with at least 30 sessions during the year (2021-01-31 to 2022-01-31). The second filter ensures that the sessions belong to at least three different courses. This filter allows us to guarantee the future construction of the dataset and ground truth to evaluate the recommendation system. We use at least two courses to build the ratings for the collaborative filter and the third one for its evaluation. It is important to mention that the temporality of the sessions is taken into account in the construction of the dataset. The first two courses in temporal order are used in the construction of the collaborative filter and the last one visited is used to evaluate the recommendation. We also consider the session time factor for lesson counting, as explained in the following paragraph.

After building a base of users and sessions, we proceed to perform the pre-processing steps described in Figure 2. In step 1, the base of users and sessions extracted from Google Analytics is loaded into a local database in order to be able to perform transformations on the data in an easy and efficient way. In step 2, the timestamp column is transformed and standardized in such a way that the records can be ordered from the most recent session to the most distant. As mentioned previously, this allows us to identify the chronological route that the user made through the courses and their lessons. In step 3, we identify the time spent by the user in each lesson ("lesson duration"). Step 3 is not trivial as the different sessions in which the same lesson is visited must be reconciled. This reconciliation includes an intra-session analysis followed by an inter-session consolidation.

In the intra-session analysis, the time that a user spent in lessons of the same session is obtained. The time is calculated as the difference between the timestamp of the "PageView" event of the lesson URL and the immediately following event timestamp if it exists. In the case that the session ends with a visit to a lesson and there is no subsequent event for the calculation, we use imputation using the average lesson time over all users. For lessons with multiple visits in the same session, the times obtained were added. Table 1 shows an example of the calculation of the time spent in the lessons within the same session. Being the last event of the lesson, the time of lesson “D” is imputed using the average duration of the lesson over all users. Then

an inter-session level analysis is carried out where the times of the lessons that were visited in different sessions are added to consolidate a total "lesson duration" per user.

Table 1: Intra-session analysis example. Four "PageView" events of lessons A, B, C, and D. The time spent in lesson D is calculated as the average of all users.

<table>
<thead>
<tr>
<th>Lesson</th>
<th>Timestamp</th>
<th>Time Spent (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>2021-01-29 08:49:01</td>
<td>20</td>
</tr>
<tr>
<td>B</td>
<td>2021-01-29 09:09:01</td>
<td>18</td>
</tr>
<tr>
<td>C</td>
<td>2021-01-29 09:27:01</td>
<td>21</td>
</tr>
<tr>
<td>D</td>
<td>2021-01-29 09:48:01</td>
<td>17</td>
</tr>
</tbody>
</table>

In steps 4 and 5, the number of lessons that make up each course is consolidated. Then, for each user-course combination, the number of lessons viewed is counted. With these results, in step 6, the percentage of lessons viewed is calculated per user-course. In step 7, we estimate the average percentage of lessons accessed per course for each user. This personalized metric indicates how much of a course a particular user usually viewed. We named this metric “PUA (per-user-average)”.  

In step 8, users who have seen lessons from more than 50 courses are removed. These are considered outliers because they are more than three standard deviations from the mean (Ilyas and Chu, 2019, p.19). From 7956 users considered, four were removed by this rule, one of them with a total of 131 courses viewed. Considering the minimum three courses filter explained at the beginning of this section, our dataset only contains users who have seen courses in the range [3, 50].

In step 9, we add a filter to the count made in step 5 according to the user’s lesson duration. Lessons below a stipulated time are not considered. The exclusion of lessons by duration is controlled by a parameter, and the effect of this parameter is evaluated in the experimentation. Our hypothesis is that the inclusion of this filter will allow discarding lessons that a user addressed
lightly and possibly incompletely, thus improving the results of the recommendation.

Finally, in the last step (step 10), we split the data into a subset for training (i.e., construction of the collaborative filter) and another for testing. The split maintains the temporal order, therefore, the test set always has courses viewed after those in the training dataset per user. We use the first 70% of the courses for building the collaborative filter and the last 30% for evaluation. The resulting dataset constitutes our ground truth. It is important to mention that in the worst case, when a user has only seen three courses, two will be used for training and one for evaluation.

3.1.2. Course content processing

Different information was identified for the construction of the CB recommendation inside the MongoDB: (i) the description of the course (cou-desc) which is usually a short text of an average of 20 words, (ii) the descriptions of the lessons (le-desc) that compose the course, which are also short texts with an average of 127 words, and (iii) the lessons HTML content (le-content) which is the complete learning content of a course that is shown to the user. In total, three corpora were built, one for each source of information. For “le-desc” and “le-content”, we concatenated all the descriptions and HTML content of the lessons that compose a course. Then, we removed all the HTML tags and other special tags used by the GCFGlobal staff. In Table 2 we present a summary of the characteristics of the corpus.

The content-based recommendation seeks to find courses similar to those that the user has already seen. It works under the assumption that the courses that the user has already seen are courses that they liked and therefore other courses similar to those already seen may be of interest to them. The key in the CB recommendation is the estimation of the similarity, which in our context means similarity between textual elements. In order to calculate this similarity, we propose the transformation of text to a vector representation using, on the one hand, topic modeling strategies (LDA and LSA) and, on the other hand, contextual embeddings (MPNET, RoBERTa, etc) that constitute the state of the art in many textual similarity tasks (Reimers and Gurevych, 2019). While for contextual embeddings no additional text processing is required, for topic-based models a typical workflow from the natural language processing area should be applied. In the next paragraph, we explain this pipeline.

A conventional natural language processing (NLP) workflow is used, where all words are lowercased, punctuations and stop words are removed, stemming is applied to reduce words to
Table 2: Course average number of sentences and words per corpus.

<table>
<thead>
<tr>
<th></th>
<th>cou-desc</th>
<th>le-desc</th>
<th>le-content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average number of sentences</td>
<td>1.17</td>
<td>11.21</td>
<td>216.68</td>
</tr>
<tr>
<td>Average number of words</td>
<td>20.30</td>
<td>127.47</td>
<td>3704.27</td>
</tr>
</tbody>
</table>

their root form, and a token is generated for each unique word in the corpus. Although the test corpus is in English, the system in the production environment must support other languages such as Portuguese and Spanish. For this reason, we opted to carry out a stemming process and not a lemmatization process since, although it is not perfect, there are stemming libraries for most languages. Finally, the tokens that have a frequency of appearance greater than 95% (calculated on the total number of courses) are removed. This operation is performed in order to remove words that, being common among all the courses, do not provide relevant information to the model. Figure 4 presents the processing performed in the construction of the corpus used.

Figure 4: NLP processing for LDA and LSA topics models.

3.2. COLLABORATIVE FILTERING RECOMMENDATION

CF requires a rating matrix to find similar learners/courses. It is necessary to infer these ratings from Google Analytics logs because the GCFGlobal platform does not ask for them explicitly. A course is composed of a set of lessons, and the number of lessons seen by the learner is used as an estimate of the rating. Being open courses where the courses and lessons are approached by the will of the learner, it seems valid to assume that the perception about a course is reflected in the number of lessons taken by the learner.

To estimate ratings we use a threshold between 0 and 5, common in recommender systems (Aggarwal, 2016a, Ch.2). Courses with a percentage of lessons viewed above a threshold will obtain the maximum grade (5), and those that are below will be penalized according to a penalty function. We use as threshold metric the average percentage of lessons viewed per course by a user, that is, the PUA metric explained in Section 3.1.1. The use of PUA is inspired by the different ways of calculating similarities (Aggarwal, 2016a, Ch.2), where knowing if a rating is above or below the average is considered more valuable than the rating itself. It is known that user ratings in different domains tend to be very close to the average. While a rating in the middle does not say much, a rating far from it is a clear indication of like or dislike.

For the rating penalty, five different functions were evaluated: logarithmic, square root, quadratic, linear, and step (Equations 1 to 5).
\[ f_1(x) = \begin{cases} 5, & x \geq \text{threshold} \\ 5 \times \sqrt{\frac{x}{\text{threshold}}}, & x < \text{threshold} \end{cases} \]  
\[ f_2(x) = \begin{cases} 5, & x \geq \text{threshold} \\ 5 \times \log_2\left(\left(\frac{x}{\text{threshold}}\right) + 1\right), & x < \text{threshold} \end{cases} \]  
\[ f_3(x) = \begin{cases} 5, & x \geq \text{threshold} \\ 5 \times \frac{x}{\text{threshold}}, & x < \text{threshold} \end{cases} \]  
\[ f_4(x) = \begin{cases} 5, & x \geq \text{threshold} \\ 5 \times \left(\frac{x}{\text{threshold}}\right)^2, & x < \text{threshold} \end{cases} \]  
\[ f_5(x) = \begin{cases} 5, & x \geq \text{threshold} \\ 0, & x < \text{threshold} \end{cases} \]  

Figure 5 shows the penalty functions for a particular threshold from which it is possible to identify that the degree penalty order of the functions correspond to: \( F_1 \) (less penalization)-\( F_2 \)-\( F_3 \)-\( F_1 \)-\( F_5 \) (more penalization).

![Figure 5: Behavior of penalty functions with a threshold of 0.7 (70%) for a given course. The estimated rating is 5 if the percentage of lessons accessed is greater than 70%. For lower values, the rating is given by the penalty functions F1-F5.](image)

After estimating the rating matrix according to PUA and the penalty functions, we proceed to generate the recommendation. We follow a classic collaborative filter item-based approach. Our collaborative filter uses the \texttt{turicreate} and cosine similarity to identify similar courses based on ratings (Equation (6)).

\[
CS(i,j) = \frac{\sum_{u \in U_{ij}} r_{ui} \times r_{uj}}{\sqrt{\sum_{u \in U_i} (r_{ui})^2} \times \sqrt{\sum_{u \in U_j} (r_{uj})^2}}
\]
where $U_i$ is the set of users who rated item $i$, $U_{ij}$ is the set of users who rated both items $i$ and $j$, $r_{uj}$ is the rating for the item $j$ by the user $u$, and $r_{ui}$ is the rating for the item $i$ by the user $u$.

The library has a default threshold of 0.001 where users with a lower similarity coefficient are excluded when making the rating prediction. Given the similarity scores between items based on ratings, we generate a score for a particular user-course combination using a weighted average of the user’s previous ratings. This score is used to generate the top-N recommendations.

### 3.3. Content Based Recommendation

As mentioned, the content-based recommendation system seeks to recommend courses that are thematically similar to those that the user has already seen. In general, the content-based recommendation process involves four steps:

1. Transform the text of the courses in a vectorized form that allows the calculation of the cosine similarity.
2. Build a simple user model composed of the vector representations of the courses that the user has seen.
3. For each course of the user’s model, calculate the similarity with the rest of the courses not seen by the user. This generates a vector of similarities for each course in the user’s model.
4. Average for each user model the similarity vectors obtained in step 3. Extract from this average vector the top-N similar courses.

For step 1 we used two topic-based representations widely used in recommender systems: LDA and LSA (Wang et al., 2020; Yin et al., 2020; Ma et al., 2021). In topic-based representations, each course is represented as a mixture of topics, and each topic consists of a collection of words. The resulting representation is, therefore, a vector of length “num-topics” representing the weighted presence of each topic in the doc. “num-topics” is an input parameter, that has to be estimated experimentally, so we try different values and select the one that maximizes the recommendation precision (Section 4.2).

Additionally, we evaluated recent representations based on contextual embeddings. In contextual embeddings, each word is associated with a representation that is a function of the entire input sequence (i.e. the entire sentence). Recent research has obtained state-of-the-art results using contextual embeddings pre-trained on large-scale unlabelled corpora in tasks such as text similarity, semantic search, question answering, and automatic summarization, among others (Liu et al., 2020). Of the different contextual embeddings, we are interested in the so-called “sentence transformers”. The term “transformer” refers to a family of neural network architectures that compute dense, context-sensitive representations. A detailed description of this architecture can be found at (Reimers and Gurevych, 2019). The term “sentence”, on the other hand, refers to the fact that a representation is produced for text composed of multiple tokens or words. Table 3 lists the selected sentence transformers.

The selected sentence transformers were the best reported by the “Sentence Transformers” library benchmark according to the metric of “performance sentence embeddings” (Reimers, 2020).
Table 3: Selected Sentence Transformers.

<table>
<thead>
<tr>
<th>Sentence Transformer</th>
<th>Huggingface Model</th>
<th>URL</th>
<th>Embedding size</th>
</tr>
</thead>
</table>

2022). The selected transformers differ from each other in their architecture or the way they are trained. MiniLM, for example, applies a compression strategy (termed deep self-attention distillation) to obtain a reduced version of the model. MPNet changed the optimization problem from an MLM (Masked Language Modeling) to a PLM (Permutative Language Modeling), and RoBERTa increased the training dataset by 10x. These differences are reflected in the resulting vector that represents the text, so it is expected a different recommendation performance. In addition to the English version of the selected transformers, its multilanguage versions (if they exist) were also selected. The multilanguage versions can operate in 50+ languages, including Spanish and Portuguese, languages in which the GCFGlobal platform also operates. The purpose of including them is to discover whether or not there is a degradation in the recommendation due to their use. This can give us clues about the most appropriate sentence transformer to use when including courses in various languages in the recommendation system. Adding the "topic-based" models and the "sentence transformers", we have a total of 7 different representations of the text to evaluate and compare. The representation size (i.e., vector dimension) depends on the sentence transformer used.

In step 2, we take the representation of each course seen by each user to build a user model. It is important to clarify that we do not operate in any way the different course representations to obtain a single vector per user. Although it is common practice, in our production environment it is more appropriate to keep the different course representations as user models. This strategy allows us in steps 3 and 4 to generate recommendations working only on a pre-calculated similarity matrix (course-course) instead of having to calculate a new user vector and their similarities against all the courses.

At the implementation level, the Gensim library (Řehůrek and Sojka, 2010) was used for topic modeling, and the "Sentence Transformers" (Reimers and Gurevych, 2019, 2020) library with the pre-trained models of Table 3 for the contextual embeddings.

3.4. HYBRID APPROACH RECOMMENDATION

Based on the recommendations generated by CF and CB, a weighted strategy that combines them was proposed. This hybrid strategy uses as inputs per user two vectors:

- The score user vector of the CF model ($V_{CF}$), where each dimension is bounded in $[0, 1]$.
- The similarity average user vector of the CB model ($V_{CB}$), where each dimension is bounded in $[0, 1]$.

At the implementation level, we run into the challenge of reconciling the dimensions of both vectors. Due to the way the turicreate library implements CF, the resulting vector only has as dimensions the courses that have been seen by users and of which there is at least one rating. Of
the 213 courses, 23 do not appear in the dimensions of the CF vectors. The reconciliation process adds these 23 dimensions with zero values to the CF vector and ensures that each dimension in both vectors corresponds to the same course.

Using these vectors, a hybrid weighted score vector \( V_{HY} \) is created as in Equation (7).

\[
V_{HY} = V_{CF} \alpha + V_{CB} (1 - \alpha)
\]  

(7)

where the \( \alpha \) parameter controls the tradeoff between the contribution of CF and CB. \( \alpha \) varies between 0 and 1; a value of 1 indicates a full contribution from the CF model, while a value of 0 indicates that only the CB model will be taken into account. In the experimentation phase (Section 4), we find the \( \alpha \) value that leads to the best precision in the recommendation. To select the top-N courses to recommend, we calculate the \( V_{HY} \) for each user.

4. **Experiments and Results**

In this section, we present the experiments and results obtained by the CF, CB, and Hybrid strategies. Precision at \( k \) (P@k) was used as a metric to evaluate the recommendation performance (Pan et al., 2021; Yin et al., 2020; Liao et al., 2020; Manrique and Marino, 2018). The ground truth dataset of our evaluation is extracted from Google Analytics logs, explained in Section 3.1.1. This dataset contains the courses viewed by 7071 users in temporal order. For each user, we use the first 70% of the courses viewed for building the recommendation system model (Sections 3.2, 3.3, and 3.4) and the last 30% of the courses for evaluation.

In the context of learning environments and learning content, it is common to provide top-N recommendations with \( k = N \in [5, 10] \) (Pan et al., 2021; Yin et al., 2020). Delivering more than 10 recommendations (i.e., courses) is not common because they can overwhelm the learner, particularly in unknown or partially known knowledge domains. On the other hand, values less than 5 can cause the set of results to be over-specialized in a single topic and not be diverse. In our case, the selection of a fixed value of \( k \) in the above range poses a challenge due to most of the users do not contain five relevant courses (i.e., courses seen by the user) in our evaluation set. Therefore we selected a personalized value of \( 1 \leq k \leq 5 \) for each user according to the number of courses in the test set. The results reported in all the experiments are the personalized P@5 average over all the 7071 users using the evaluation dataset.

We also run hypothesis tests to compare the different recommendation strategies or the influence of changes in their parameters or inputs. The tests were performed as follows:

- Generate 100 subsets of 3000 users from the full dataset.
- Calculate the global average P@5 of the recommendations generated by the two models to be compared over the 100 subsets.
- With the precision results, use a Wilcoxon rank-sum test with the Bonferroni correction to test statistical significance (\( \rho < (0.05/\#hypotheses) \)).

4.1. **Collaborative Filter Recommendation Results**

Table 4 presents the results obtained using the rating strategies explained in Section 3.3. According to the results on the dataset with the total number of users, F1 and F4 are the best penalty
Table 4: Precision results for the different penalty functions. In bold the best penalty functions.

<table>
<thead>
<tr>
<th>Penalty Functions</th>
<th>Precision @ 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1 (Square root)</td>
<td>0.3911</td>
</tr>
<tr>
<td>F2 (Logarithmic)</td>
<td>0.3783</td>
</tr>
<tr>
<td>F3 (Lineal)</td>
<td>0.3759</td>
</tr>
<tr>
<td>F4 (Quadratic)</td>
<td><strong>0.3928</strong></td>
</tr>
<tr>
<td>F5 (Step)</td>
<td>0.1677</td>
</tr>
</tbody>
</table>

functions. To identify if there are significant differences in the precision obtained by different combinations of penalty we built the 100 subsets following the methodology explained above.

Table 5 presents the average precision obtained per penalty function over the 100 experiments. Regarding the penalty functions, an interesting behavior is evident: the lower the penalty, the better the recommendation. We tested if the results obtained via F1 were statistically significant in comparison with the other penalty functions. The test results are reported in Table 6 and show that results obtained via F1 are statistically significant compared to all other functions except for the quadratic function (F4).

Table 5: Average precision over 100 random datasets.

<table>
<thead>
<tr>
<th>Penalty Functions</th>
<th>Avg. Prec. @ 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1 (Square root)</td>
<td>0.246</td>
</tr>
<tr>
<td>F2 (Logarithmic)</td>
<td>0.241</td>
</tr>
<tr>
<td>F3 (Lineal)</td>
<td>0.239</td>
</tr>
<tr>
<td>F4 (Quadratic)</td>
<td>0.225</td>
</tr>
<tr>
<td>F5 (Step)</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Table 6: F1 vs other penalty functions via Wilcoxon test.

<table>
<thead>
<tr>
<th>Penalty Functions</th>
<th>ρ-value (ρ &lt; (0.05/4))</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1 (Square root) vs F2 (Logarithmic)</td>
<td>8.400e-05</td>
</tr>
<tr>
<td>F1 (Square root) vs F3 (Lineal)</td>
<td>7.837e-09</td>
</tr>
<tr>
<td>F1 (Square root) vs F4 (Quadratic)</td>
<td>0.033</td>
</tr>
<tr>
<td>F1 (Square root) vs F5 (Step)</td>
<td>1.261e-34</td>
</tr>
</tbody>
</table>

The results suggest that less penalty leads to better recommendations. This indicates that a low number of lessons viewed per course cannot be directly related to low preference. Being open learning resources where the learning process is self-directed, there are many other variables that can affect the non-continuity in the learning process that are impossible to identify in our context (i.e., learning priorities, time, health). It should also be taken into account that since it is an implicitly extracted rating, it is to be expected that it does not accurately reflect the user’s preferences. The results also suggest that the F1 (square root) penalty function leads to better recommendation results, and the difference with F2, F3, and F5 is statistically significant.

Our final experimentation is related to the lesson duration (i.e., Step 9 in Figure 2). Figure 6 shows the distribution of the lesson duration in minutes. Lessons lasting more than 35 minutes are considered outliers and thus deleted (a total of 4711 records were deleted from 289789). We wanted to see the effect on the recommendation precision of adding a lesson duration filter prior to counting and calculating the percentage of lessons viewed. The filter removes lessons with a duration less than \(x\) value. We used PUA as a threshold metric and F1 as a penalization strategy. Figure 7a shows the results obtained as the filter becomes more restrictive. One of the consequences is that as the minimum lesson duration time is restricted, the size of the dataset is reduced. This means that, after applying the filter, there were users with fewer than three courses and they were, thus, removed from the analysis. Figure 7b shows how the size of the number of
users decreases with the increase of the lesson duration filter.

Figure 6: Distribution of the lesson duration after the intra session analysis.

4.2. CONTENT BASED RECOMMENDATION RESULTS

We first present the results of selecting the “num-topics” parameter for topic-based models. This parameter was varied in the interval [5, 360] in increments of 5 in order to find the value that maximizes the accuracy of the recommendation. We used the corpus “le-content” in this experiment and a maximum number of 50 iterations through the corpus when inferring the topic distribution. Figure 8 presents the results obtained for LSA and LDA.

For the LDA model, different peaks are generated for different values of “num-topics”. The highest value recorded is found when the number of topics is 225 (0.161). For the LSA model, after 160 topics the precision tends to stabilize around 0.167. Although the results of both models are very similar, it should be noted that the LSA model has a lower computational complexity and execution time. For the following experiments, the values of 225 and 160 were used as the number of topics for LDA and LSA respectively.

Next, we compare all representations (topic-modeling and sentence transforms) using the “le-content” corpus. The results obtained are presented in Table 7.

These results show that in terms of recommendation precision, MPNet is superior as a textual representation. We perform a statistical significance following the methodology explained above where the null hypothesis is that the $P@5$ obtained by MPNet has the same distribution that one
Figure 7: Lesson duration filter effect.

Figure 8: LSA and LDA “num-topics” parameter influence.

Table 7: Recommendation results using different text representations. Topic modeling representations (LSA and LDA), and Sentence Transformers representations (MPNet, RoBERTa and MiniLM). The word "multilingual" describes those models that can operate in multiple languages, in particular English, Spanish, and Portuguese.

<table>
<thead>
<tr>
<th>Text Representations</th>
<th>P@5</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPNet</td>
<td>0.1872</td>
</tr>
<tr>
<td>LSA</td>
<td>0.1655</td>
</tr>
<tr>
<td>LDA</td>
<td>0.1621</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>0.1530</td>
</tr>
<tr>
<td>MPNet (multilingual)</td>
<td>0.1507</td>
</tr>
<tr>
<td>MiniLM</td>
<td>0.1493</td>
</tr>
<tr>
<td>MiniLM (multilingual)</td>
<td>0.1398</td>
</tr>
</tbody>
</table>
of the other text representations. The alternative hypothesis is that the distribution of $P@5$ obtained by MPNet is stochastically greater than the distribution of the other. We repeated this test for each text representation, therefore a total of six hypotheses were evaluated. The results of the tests are shown in Table 8.

Given that all the tests are below the acceptance threshold of the null hypothesis, we can affirm that the MPNet results are statistically significant and constitute our best textual representation strategy.

Table 8: MPNet vs other text representations via Wilcoxon test.

<table>
<thead>
<tr>
<th>Text Representations</th>
<th>$\rho$-value ($\rho &lt; (0.05/6)$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPNet vs LSA</td>
<td>1.34e-20</td>
</tr>
<tr>
<td>MPNet vs LDA</td>
<td>1.26e-18</td>
</tr>
<tr>
<td>MPNet vs RoBERTa</td>
<td>1.26e-18</td>
</tr>
<tr>
<td>MPNet vs MPNet (multilingual)</td>
<td>1.26e-18</td>
</tr>
<tr>
<td>MPNet vs MiniLM</td>
<td>1.26e-18</td>
</tr>
<tr>
<td>MPNet vs MiniLM (multilingual)</td>
<td>1.26e-18</td>
</tr>
</tbody>
</table>

In another experiment, we wanted to test the influence of the length of the text that represents the course content used for CB construction. In Table 2 three corpora were presented where the description of the course text varies. “le-content” has all the textual content of the lessons that make up a course and is by far the corpus with the longest descriptions. “le-desc” is a medium-length corpus containing lessons descriptions. These descriptions are made by the content designers and can be interpreted as short summaries of the content of each lesson. Finally, “cou-desc” is a corpus that contains a simple description of the course as a whole. The results of using MPNet on these three corpora are presented in Table 9.

The results show that the more information (i.e., more text about the content of the course), the better the recommendation. However, it is worth noticing that the difference is only 0.012 with “le-desc” and 0.0327 with “cou-desc”. As the amount of additional processing required for “le-content” is higher than for the other, a significant improvement was expected. The last column in Table 9 presents the results of the Wilcoxon test that validate the statistical significance of the results obtained with the corpus “le-content”.

Several conclusions can be drawn from these results. First, the best textual representation was MPNet, which is a pre-trained language model. We did not perform a model refinement process (i.e., fine-tuning); in other words, we used the version reported in the literature without any modification. This is an advantage compared to LSA/LDA models that require a training.
process to generate the distribution of topics. Second, the results show that the accuracy of the recommendation is improved when the “le-content” corpus is used. This corpus contains the complete content that is shown to the user in HTML, and it is necessary to carry out an extensive cleaning process. The other corpora require a less rigorous process and they show a relatively low decrease in the recommendation precision: 1.18% in the case of “le-desc” and 3.27% in the case of “cou-desc”. In a production environment with limited resources, the use of “le-desc” might be more suitable. Finally, LDA and LSA present similar results in all the experiments. However, the training time of LSA is much shorter compared to LDA.  

4.3. HYBRID APPROACH RECOMMENDATION EVALUATION

In this section, we evaluate the hybrid strategy. The best models obtained for both CB and CF were chosen. For CF we use the F1 penalty function and for CB we use the MPNet representation and the “le-content” corpus. The hybrid model is based on the combination of the outputs of these two models according to Equation (7). To choose the best alpha value we followed a methodology similar to the statistical significance test, 100 subsets of 3000 users each were generated, then the precision of the recommendation for different values of \( \alpha \) in the 100 groups was evaluated and averaged. Table 10 shows the results.

Table 10: Hybrid recommendation results for different \( \alpha \) values. Best value in bold.

<table>
<thead>
<tr>
<th>Alpha</th>
<th>Average ( P@5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.400782</td>
</tr>
<tr>
<td>0.9</td>
<td>0.402959</td>
</tr>
<tr>
<td>0.8</td>
<td>0.400917</td>
</tr>
<tr>
<td>0.7</td>
<td>0.402134</td>
</tr>
<tr>
<td>0.6</td>
<td>0.398614</td>
</tr>
<tr>
<td>0.5</td>
<td>0.395000</td>
</tr>
<tr>
<td>0.4</td>
<td>0.384213</td>
</tr>
<tr>
<td>0.3</td>
<td>0.359337</td>
</tr>
<tr>
<td>0.2</td>
<td>0.321633</td>
</tr>
<tr>
<td>0.1</td>
<td>0.272146</td>
</tr>
<tr>
<td>0</td>
<td>0.197228</td>
</tr>
</tbody>
</table>

The best result of the hybrid recommendation is with a \( \alpha = 0.9 \), which indicates that the contribution of CF is much higher than that of CB. Finally, we performed the statistical significance test of the hybrid model with a \( \alpha = 0.9 \) vs. the hybrid models using another value of \( \alpha \). As shown in Table 11, according to the p-values obtained, three of the 10 comparisons accept the null hypothesis. This is because the changes in precision for values of \( 0.7 \leq \alpha \leq 1 \) are very small and on the order of 0.21% - 0.08%.

---

The best result of the hybrid recommendation is with a \( \alpha = 0.9 \), which indicates that the contribution of CF is much higher than that of CB. Finally, we performed the statistical significance test of the hybrid model with a \( \alpha = 0.9 \) vs. the hybrid models using another value of \( \alpha \). As shown in Table 11, according to the p-values obtained, three of the 10 comparisons accept the null hypothesis. This is because the changes in precision for values of \( 0.7 \leq \alpha \leq 1 \) are very small and on the order of 0.21% - 0.08%.

---

4Ten training processes were carried out for each model, and the average time was used for comparison. For the LSA model, the average time to train the model was 3.24s ± 9.09ms, and for the LDA model was 1min36s ± 299ms. We use the Gensim library implementation of both models [https://radimrehurek.com/gensim/](https://radimrehurek.com/gensim/), the same input corpus, and the following hyperparameters: 200 topics, and 50 iterations.
Table 11: Hybrid model with $\alpha = 0.9$ vs Hybrid model with $\alpha = (1, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3, 0.2, 0.1, 0)$ values via Wilcoxon test. In bold the cases that accept the null hypothesis (i.e there is no difference with the hybrid model with $\alpha = 0.9$).

<table>
<thead>
<tr>
<th>Alpha</th>
<th>$\rho$-value ($\rho &lt; (0.05/10)$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0056221</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0122907</td>
</tr>
<tr>
<td>0.7</td>
<td>0.18363191</td>
</tr>
<tr>
<td>0.6</td>
<td>1.3573e-06</td>
</tr>
<tr>
<td>0.5</td>
<td>2.1734e-15</td>
</tr>
<tr>
<td>0.4</td>
<td>1.6632e-31</td>
</tr>
<tr>
<td>0.3</td>
<td>1.2620e-34</td>
</tr>
<tr>
<td>0.2</td>
<td>1.2620e-34</td>
</tr>
<tr>
<td>0.1</td>
<td>1.2620e-34</td>
</tr>
<tr>
<td>0</td>
<td>1.2620e-34</td>
</tr>
</tbody>
</table>

5. DISCUSSION AND FUTURE WORK

The results clearly show the superiority of CF over CB. In general, according to the literature, when explicit or implicit user information is known, CF outperforms CB (Shanshan et al., 2021). In the context of the hybrid model, the contribution of CB is also very low. The best hybrid models are those that consider the CF model to a greater extent, that is, those with a $\alpha$ between $[0.7, 1]$. Moreover, via the statistical significance test, we can conclude that there is no difference against a purely CF model ($\alpha = 1$).

Despite these experimental findings, there are reasons why we prefer the hybrid approach. As mentioned in the motivation of the hybrid model, much of the traffic to GCFGlobal comes from new users for whom there is no prior information (cold start problem). Additionally, CF has a limitation regarding the courses it can recommend. If there is a course that has not been visited by users, its probability of being recommended is zero. This phenomenon is related to the long tail effect in recommender systems (Aggarwal, 2016b). In the hybrid model, thanks to the contribution of the CB model, these non-previously seen courses can be recommended.

As an alternative to the weighted hybrid model and based on the low contribution of the CB model, a switch-type hybrid model could be considered. When the user is new or there are courses that have not been seen by any user, the CB recommendation is used, otherwise the recommendation comes from CF. This switch strategy has the additional advantage that it does not have to compute $V_{HY}$, thus, reducing the computation required to generate the recommendation.

It is difficult to directly compare our approach with others due to the difference in the information available about the learner. As established in Section 2, the reviewed recommendation systems make use of demographic information, evaluation results, surveys, or social networks to build a learner profile (Uddin et al., 2021). Since we don’t have any information other than the event logs, it is not possible to directly compare our results with other course recommenders systems in the literature. Our approach operates in low users information scenarios insofar as we deduce the learner’s preferences implicitly through the logs of interaction events with the platform. Although our approach has limitations as the unique identification of a learner, it is possible to generate a recommendation with good precision ($P@5 = 0.4$).
The strategies proposed in this paper can be applied to contexts other than course recommendations. The rating estimation presented in Section 3.3 can be used in any recommendation scenario where there is no explicit information about the user, but there is implicit information in the form of access event logs. At a minimum, said event log must contain a session identifier, the access event to a particular URL, and the respective timestamp. The use of contextual embeddings as textual representation could be also used in other contexts, particularly in those where the elements to be recommended are in multiple languages. Multilingual embeddings make it easy to manipulate content in different languages through a single representation. The above feature is ideal since it avoids the design of multiple content-based recommenders, one for each language in which you want to operate. We believe that this may be a promising idea for further research, in particular, to break language barriers in recommender systems (Uddin et al., 2021).

Finally, now that we have found an appropriate strategy to build the ratings from logs and text representations, we want to explore how to adapt recent deep learning approaches (Wu et al., 2022) as future work. We also want to explore content representations using semantic descriptions that can be enriched via knowledge graphs (Grévisse et al., 2018). Semantic enrichment strategies allow finding links between concepts that, although they are not explicit in the content to be recommended, are in the knowledge graph. By enriching the course representation with these new semantic links, we hope to improve the recommendation.

5.1. LIMITATIONS

A limitation of our approach is related to the assumptions on which the ratings were estimated. As a consequence of assuming that a user accesses the learning platform using a single device, the following scenarios could threaten the validity of our results. In the first scenario, a single user using two different devices could have been analyzed in our experimentation as two different users, or the interactions with one of the devices could have been discarded if they did not meet the minimum number of events needed in the logs. We can summarize this scenario as a "data fragmentation" scenario, and it has the consequence that a user sees different recommendations depending on the device used. A second scenario is related to the fact that multiple users access the learning platform using the same device. This scenario can occur, for example, in shared computer rooms in colleges or universities. Due to the impossibility of individualizing users’ interactions, the recommendation operates for the collective, and as a consequence, the individual user experience could be harmed.

We hypothesize that the better the users and their interactions can be identified (by promoting or making user registration on the platform mandatory), the better our recommendation system will be. Although it seems obvious, we currently have no way to prove it. Our future work will be aimed at validating this hypothesis and evaluating strategies for the complete and unique identification of users. This undoubtedly requires profound changes in the platform and the enrichment of the logs with a broader set of events.

6. CONCLUSION

In this paper, we presented a course hybrid recommender system for limited information scenarios. An important challenge that we addressed is the estimation of user course ratings from implicit log information. Our estimation technique with penalization using events from Google
Analytics logs allows us to produce a CF model with a P@5 of 0.4. In other words, two of the five recommended courses are of interest to the user. We consider this result outstanding in the absence of explicit user information. These results also validate the efficiency of the CF system in the e-learning field as the literature review suggests.

We also reach important practical conclusions for rating estimation from event logs. First, the proposed "per-user-average" (PUA) threshold was appropriate for the recommendation task. A second practical conclusion is about the use of penalty functions: the lower the penalty, the better the quality of the recommendation. This indicates that a low number of lessons viewed per course cannot be directly related to low preference, so in limited information scenarios, the penalty has the negative effect of further reducing the knowledge about the user’s tastes. We also validated that a time session filter prior to the rating estimation improves the final results of the recommendation, yet causes a drastic reduction in the data size. In a production environment, this filter is not appropriate, since it could reduce the number of users that could benefit from the CF system.

Regarding the CB system, the best vectorization strategy was the use of the MPNet transformer model. Although the difference with classical topic models like LDA is not high, the transformers have been used without any further training or fine-tuning process. Additionally, there are versions of these transformers that can operate in multilingual environments without a significant impact in terms of precision, as our results suggest. In comparison with the CF model, the CB has less precision in terms of the recommendation but it only needs the course content and the information of at least one course visited by a user to generate a recommendation. In the context of GCFGlobal, this factor is very important because the number of new users on the site is around 70% of the total traffic.

Finally, the hybrid system using a weighted strategy slightly improves the results of the CF system. The improvement obtained is not significant in comparison with CF alone, yet it is necessary to face the cold-start problem. Other hybridization strategies can be easily explored (e.g. switching) because the current architecture allows for improving each system model independently.
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