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We study the automatic identification of educational items worthy of content authors' attention. Based on the results of such analysis, content authors can revise and improve the content of learning environments. We provide an overview of item properties relevant to this task, including difficulty and complexity measures, item discrimination, and various forms of content representation. We analyze the potential usefulness of these properties using both simulation and analysis of real data from a large-scale learning environment. We also describe two case studies where we practically apply the identification of attention-worthy items. Based on the analysis and case studies, we provide recommendations for practice and impulses for further research.
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1. INTRODUCTION

Practically used learning environments contain extensive content, particularly when they use personalization features (personalized learning requires significantly more content than the common textbook approach). The management of a large content base is complex and requires iterative improvement (Pelánek, 2020a). To realize this improvement, it is advantageous to leverage the complementary strengths of human intelligence and machine learning techniques based on data analysis. Such techniques are sometimes denoted using the terms human-in-the-loop, intelligence augmentation, or design-loop adaptivity (Aleven et al., 2016; Baker, 2016; Hassani et al., 2020; Doroudi, 2019).

Previous research work in this direction consists mainly of closing-the-loop studies (Liu and Koedinger, 2017), where analytics results are used to improve the environment (by a human) and the new version is experimentally validated. These studies provide valuable research-based insights, but they are hard to perform in practice as they require expertise. Thus, their practical impact has been limited so far. Our aim is to explore intelligence augmentation techniques that are applicable in the development of practically used learning environments that contain tens of thousands of items organized into hundreds of topics.
To clarify the high-level context of this work, Figure 1 illustrates the specific design-loop adaptivity approach that we consider. We assume an interactive learning environment that uses content data (e.g., questions, problems, explanations) and domain data (e.g., mapping of questions to topics) and collects data on student performance. Based on these data, we want to obtain interpretable results about the content, which will help content authors revise and improve the available content.

The specific goal that we address is the automatic identification of items that are worthy of the attention of content authors. There may be many reasons why an item may be worthy of attention. Typically, such an item is in some way “bad”: it may be wrongly specified, contain a mistake, have a poor or misleading formulation, or it may not fit into the specific context in which it is used. But it may also be a good item that illustrates under-practiced content.

Provided with an attention-worthy item, content authors may choose to perform one of several actions, e.g., remove the item, revise the formulation, add an explanation, add other similar items, or create a new topic. To facilitate the decision on the appropriate action, the detected items should ideally be accompanied by some interpretable analysis that explains why the item is worthy of attention. Once experts are shown difficulty statistics for items, they may see problems that they would miss without these statistics (see, for example, Wang et al. (2021)).

To illustrate our aim, Table 1 provides specific examples of the type of attention-worthy items that we want to detect. All of them are real-life examples from a learning environment that we use for experiments in this work and were detected using some versions of the below-described automated techniques. The reasons for attention-worthiness and possible actions were provided by content authors. Note that the reasons for attention-worthiness depend on the specific context in which the items were used (e.g., other items used in the specific item set), which cannot be fully reproduced in detail here; we can provide only a brief summary.

This work brings several contributions. We explicitly formulate the problem of “detecting items worthy of attention,” which we believe is an interesting direction for educational data mining as it combines interesting research challenges and important practical value. We propose a set of item properties that can be used to tackle this problem, organizing them into properties based on content and properties based on student performance. We describe several exploratory
Table 1: Examples of specific items worthy of attention with a description of possible actions that can be taken by content authors.

<table>
<thead>
<tr>
<th>item and topic</th>
<th>why worthy of attention</th>
<th>possible action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Can not $x \neq y$ be simplified to $x = y$?</td>
<td>Even high-performing students answer incorrectly. The question is too tricky.</td>
<td>Remove the item.</td>
</tr>
<tr>
<td><em>Logic expressions in Python</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is 2nd attempt a valid name of a variable?</td>
<td>High error rate and low response time. Other items focus on semantics, this one concerns syntax.</td>
<td>Either remove the item or add more items of the same type.</td>
</tr>
<tr>
<td><em>Variables and expressions in Python</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td>My cat [is/are] grumpy. <em>To do, to have, to be in present simple</em></td>
<td>The item is focused on elementary grammar, but uses advanced vocabulary (“grumpy”).</td>
<td>Revise the item (use another adjective).</td>
</tr>
<tr>
<td><em>Present simple vs. present continuous</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(\sqrt{2} \cdot 2)^2$ <em>Expressions with powers and square roots</em></td>
<td>The item is difficult; most other examples in the set contain either power or square root, but not both.</td>
<td>Add more items of this type.</td>
</tr>
<tr>
<td><em>Simplifying expressions</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$8 - (8 + t)$ <em>Addition and subtraction of decimal numbers</em></td>
<td>The item is difficult and most students make the same mistake.</td>
<td>Add explanation for the common mistake and more items of the same type.</td>
</tr>
<tr>
<td><em>3.6 – 4</em> <em>Addition and subtraction of decimal numbers</em></td>
<td>This is the only example in the used set of items where the answer is negative number; this probably confuses students.</td>
<td>Remove item from the current set, add a new topic with negative numbers.</td>
</tr>
<tr>
<td><em>Are the following expressions equivalent?</em></td>
<td>The item has high response time. Only 3 other items in the set use the abs function.</td>
<td>Create a new topic (combination of logic and arithmetic expressions).</td>
</tr>
<tr>
<td>$x &gt; y-5$ and $x &lt; y+5$ <em>abs(x−y) &lt; 5</em> <em>Logic expressions in Python</em></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
analyses of item properties; these analyses provide insight into the potential applicability of studied properties. To illustrate the studied problem and potential solutions, we also describe two specific case studies: explainable outlier detection for English grammar items and interpretable clustering for Python programming items.

2. Related Work

Learning environments are a special type of software product; the principle of iterative improvement is a standard practice in software engineering, particularly in agile methodologies (e.g., Salo and Abrahamsson (2007)). Our work is not concerned with the improvement of the software code or the development process but rather with the improvement of the data used by the software. For this improvement, we aim to leverage the complementary strengths of human intelligence and machine learning techniques based on data analysis. Such techniques are denoted using the terms like design-loop adaptivity (Aleven et al., 2016), intelligence augmentation (Baker, 2016; Hassani et al., 2020), integrating human and machine intelligence (Doroudi, 2019), or human-in-the-loop (Zanzotto, 2019).

Another phrase closely related to this work is closing the loop; the general idea behind this phrase is to extend the standard research pipeline (learners → data → analysis) by a specific action that impacts the learners, thus creating a loop instead of a one-directional pipeline. The exact meaning of the phrase differs among authors. Clow (2012) focuses on methods that present the results of learning analytics directly to users of learning environments (learners, teachers, administrators). Another line of work closes the loop via the actions of content authors (Baker et al., 2007; Koedinger and McLaughlin, 2016; Liu and Koedinger, 2017). Studies of this type analyze data from a learning environment, identify specific topics that require revision, and then evaluate a modified version of the system to show whether the revision improved student learning. Multiple methods have been proposed to approach such redesign (Huang et al., 2021).

This type of study provides a principled approach to iterative improvement. However, these approaches have been applied only in rather limited settings and their scalability is challenging, as they require significant time and expertise. Practically used large-scale learning environments contain tens of thousands of practice items, divided into hundreds of topics; the management of this data is complex (Pelánek, 2020a). In our recent work (Pelánek and Effenberger, 2022), we made a general argument for the use of the “avoiding stupidity perspective” – rather than seeking optimal solutions, it may be more useful to focus on detecting clear defects. In this work, we elaborate on specific techniques that realize this perspective.

Several recent works have already proposed pragmatic approaches for the iterative improvement of large content using visualization and dashboards targeted toward system designers and content authors. Arruarte et al. (2021) propose a visual learning analytics tool targeted at authors of test-based exercises; the aim of the tool is to help authors improve the created materials. Effenberger and Pelánek (2021b) discuss methods for visualization of student-item interaction matrix; one of the applications of these visualizations is to facilitate the detection of deficient content. Pelánek (2021) provides an overview of visualization techniques relevant from a system designer’s perspective.

Other works focus on automated heuristics that aim to locate defects. Mian et al. (2019) frame the problem of iterative improvement by the question “What’s most broken?” and propose specific heuristics to answer the question. Fancsali et al. (2021) highlight the need to prioritize the redesign effort on the parts of the learning environment where the effort will have a high
impact; they propose the problems of \textit{targeting} and \textit{focusing} design efforts and discuss several techniques for these problems. Fancsali et al. (2021) discuss techniques for targeting in more detail.

The specific aspect of this work is the focus on individual items. Most of the previous work focuses on the analysis and redesign efforts on a coarser level (topics, knowledge components, skills). One exception is the work by Darvishi et al. (2022) who analyze items in the context of learnersourcing. They describe a spot-checking algorithm that identifies items that would benefit from being reviewed by an instructor.

We also specifically focus on the interpretability and explainability of proposed techniques; this topic is recently getting increasing attention both in artificial intelligence in general (Linardatos et al., 2020) and in educational applications (Khosravi et al., 2022).

3. Problem Description

In this section, we provide an explicit formulation of the studied problem. To do so, we need to start by clarifying used terminology. We also describe a specific learning environment that is used as a source of data for our analysis and case studies.

3.1. Terminology

Research in the field of educational technology uses varied terminology (Pelánek, 2022). To make our discussion clearer, we start by clarifying some of the terms that we use.

We focus only on content that poses an answerable challenge to students; we do not consider educational materials that are used by students passively. We use a generic term \textit{item} to denote any such content that can be answered and evaluated (e.g., questions, quizzes, multi-step problems). We focus mainly on multiple-choice questions; when discussing these, we use the terms \textit{stem} (the main part of the question), \textit{options} (the choices available), \textit{correct answer}, and \textit{distractor}. Figure 2 shows an example of such an item.

Items used within a learning environment are typically divided into some groups, which may be called, for example, knowledge components, skills, concepts, topics, or rules. In this work, we use a generic term \textit{topic}. For example, the item in Figure 2 belongs to the topic “For loop in Python”. We use the term \textit{skill} to denote an estimate of a student’s ability within some topic.

We distinguish the notions of \textit{complexity} and \textit{difficulty} (Pelánek et al., 2022). Difficulty measures are based on the performance data of students (e.g., the error rate), whereas complexity measures are metrics based on the definition of items (e.g., the length of the item statement).

<table>
<thead>
<tr>
<th>What does this code output?</th>
<th>A)</th>
<th>B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>for i in range(2):</td>
<td></td>
<td></td>
</tr>
<tr>
<td>print(&quot;X&quot;)</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>print(&quot;Y&quot;)</td>
<td>Y</td>
<td>X</td>
</tr>
<tr>
<td>print(&quot;Y&quot;)</td>
<td>X</td>
<td>Y</td>
</tr>
<tr>
<td>print(&quot;Y&quot;)</td>
<td>Y</td>
<td>Y</td>
</tr>
</tbody>
</table>
3.2. Problem Definition

Our aim is to identify items worthy of the attention of content authors. The attention-worthiness depends on a specific context and is at least partially subjective, so it is not feasible to fully formally define the problem. Nevertheless, it is useful to explicitly describe the expected inputs and outputs.

The inputs are:

- a large pool of items,
- domain model (item metadata), particularly mapping of items into sets of related items,
- data on student performance, particularly their answers and response times.

For the problem to be meaningful, the pool of items should be large enough that a periodic manual inspection of all items is impractical. Some techniques may be used even without data on student performance, but the absence of this data source severely restricts the potential of obtaining useful results.

The expected output is a subset of attention-worthy items together with information explaining the reason for attention-worthiness. The size of the output should be reasonably small so that it can be explored in a few hours at most. Sometimes it may be useful to present the results as clusters of items with the same explanation as this may facilitate the processing of results by content authors.

We consider an item attention-worthy if it is meaningful for the content author to spend time deliberating over the item. This deliberation should lead to a practical conclusion, typically one of the following:

- modifying items:
  - removing items,
  - updating items (e.g., changing their formulation, adding explanations),
  - adding new items inspired by the identified items,
- changing the domain model (e.g., splitting topics, adding new topics),
- obtaining insight – the content author gets some specific, useful insight applicable in the future preparation of new items.

The problem can be generalized to consider attention-worthiness not just for content authors but also for other human roles, particularly teachers. In this work, we consider only content authors in the context of design-loop adaptivity.

3.3. Data

The techniques that we discuss are relevant to any learning environment that uses a large pool of items (well-known examples of such systems are, for example, Khan Academy, Duolingo, IXL, MATHia, or ALEKS). We use data and examples from the Umime system (https://www.umimeto.org/). This system has a wide coverage of school subjects, including Czech (as a native language), English (as a second language), mathematics, computer science, biology,
and geography. Practice within the system is publicly available without any registration with a daily limit. For unlimited access, either a school or individual license is necessary. The system is used by approximately 15% of Czech schools; the number of daily users is in the order of tens of thousands. Most users are children between 8 and 15. Pelánek (2021) provides more details and examples of analysis that offer additional insight into the used data.

Within the used system, the content is divided into topics and assigned discrete difficulty levels (three values). The choice of specific items is given by a random sampling that takes into account the item difficulty levels and the difficulty setting chosen either by a student or a teacher. The length of practice is determined by a mastery criterion described in Pelánek and Řihák (2018). The properties of collected data thus reflect a mix of randomness, adaptivity, and selection biases. The exact properties of data are specific to a given system, but their basic characteristics are quite typical for this kind of learning environment.

Although the used system contains tens of thousands of items of several different types, the reported experiments primarily use items in the form of short multiple-choice questions. The main reason behind this focus is presentational – the use of multiple-choice questions, which tend to be short, allows us to use multiple illustrative examples throughout the paper. The presented techniques are applicable to more complex items as well (e.g., one of the other applications that we have done is the analysis of word problems in mathematics with constructed responses). The specific data about the used items are described in more detail in each experiment.

4. Item Properties

This section considers the “data processing” arrows in Figure 1. We provide an overview of item properties that may be useful for identifying attention-worthy items. We focus particularly on properties that share the following three characteristics: 1. They can be computed algorithmically. 2. They are applicable to a wide range of items from various domains. 3. They are easily interpretable by content authors.

4.1. Properties based on Content Data

At first, we consider item properties that are based only on the content data, i.e., these properties can be computed even before the item is applied in the learning environment. To illustrate the measures, we will use a multiple-choice question presented in Figure 2.

4.1.1. Complexity Measures

Complexity measures provide a quantitative summary of an item. The most elementary one is the length of the text in the item. More nuanced data are provided by text complexity measures, either by readability formulae (Benjamin, 2012) or by more complex text analysis (Sheehan et al., 2014).

Beyond the general text complexity measures, it is possible to devise complexity measures specific to a particular domain (Pelánek et al., 2022). In programming, items (or their solutions) often contain code fragments and we can use code complexity measures (e.g., number of lines, nesting depth, cyclomatic complexity).

For the example in Figure 2, we could measure the length of the text (27 characters), code (46 characters including whitespace), or the total length including both options (81 characters).
We could summarize the complexity of the code as the number of lines (3 lines), the depth of
nesting (2 levels), or the cyclomatic complexity (1 decision point, which corresponds to the
cyclomatic complexity of 2).

4.1.2. Item Form

Other item properties are qualitative. For example, items differ in the included modalities (text,
image, audio); we call this property *item form*. For multiple-choice questions, the form specifies
the modality of the stem and the options. Some modalities are only applicable to the options
(e.g., number, true/false). Additionally, some modalities are domain-specific (e.g., mathematical
expression, chemical reaction, programming code).

To illustrate some decisions involved in the form specification, consider the item in Figure 2.
The stem contains two modalities (text and code). In such a case, we might decide to keep just
the more specific one (code). The options are texts, but we might also decide to be more specific
and distinguish *code output* as a separate modality.

4.1.3. Item Type

Another property of items is the cognitive process they entail, such as recalling, computing, or
constructing. For instance, the item in Figure 2 asks the students to *compute* the output of a
given program, while another item could ask them to *construct* a program that produces a given
output.

A useful list of common cognitive processes is given by the revised Bloom’s taxonomy of ed-
ucational objectives, specifically its cognitive process dimension (see (Anderson and Krathwohl,
2001) for a detailed description of the taxonomy or (Krathwohl, 2002) for a brief overview). The
taxonomy is hierarchical, with 6 broad categories (remember, understand, apply, analyze, evaluate,
create) and about 20 more specific subcategories. For example, the category *understand*
includes processes such as exemplify, classify, summarize, compare, and infer.

While the actual cognitive processes are non-observable and may differ among students, it
is possible to assign each item the dominant cognitive process based just on its content. Pre-
vious research has demonstrated that items can be automatically classified to one of the broad
categories in Bloom’s taxonomy using either rules over verbs and other keywords (Omar et al.,
2012) or more complex machine learning models over words (or their embeddings), possibly
weighted by a TF-IDF variant (Mohammed and Omar, 2020; Yahya et al., 2012). However, as
a given item set might have only two or three of the broad categories, we might need a classifi-
cation into the subcategories. In section 6.2, we present a semi-automatic method to classify a
large number of items using regular expressions.

4.1.4. Content Representation

We can also compactly encode the content of the item. The basic approach is the use of the
bag-of-words representation or vectors of TF-IDF weights for the most informative terms. It
is also possible to apply specialized techniques for the automatic identification of keywords in
items; Goutte et al. (2015) provide a specific proposal.

For example, in programming questions, we can automatically determine the used keywords
and commands (e.g., *for*, *range* and *print* in the example in Figure 2). Below, we report an
analysis of English grammar items where we utilize properties based on rankings of words used
in the item text, specifically their Common European Framework of Reference (CEFR) levels.
4.2. **Properties based on Performance Data**

Now we consider item properties that are based on the observed data about student performance. The advantage of these properties is that they are widely applicable—their computation is not specific to any particular domain.

In this work, we utilize only simple descriptive properties of student performance. These simple measures have disadvantages: they do not take into account the specific population of students who answered the item (i.e., they are prone to be influenced by a selection bias) and they do not take into account the order in which students answered items (which may bias the data when students are learning during the practice). These disadvantages can be overcome by the use of student modeling approaches, e.g., item response theory models (Baker, 2001), Elo rating system (Pelánek, 2016), or various variants of knowledge tracing models (Pelánek, 2017). However, even these approaches retain some simplifying assumptions, e.g., item response theory does not take learning into account. Moreover, although these approaches may provide a more complex analysis of one aspect of student performance (the correctness of answers), they often completely ignore other aspects (response times or specific values of wrong answers). For the purpose of identifying attention-worthy items, it may be more useful to use a wider range of simple measures since items may be attention-worthy for many different reasons.

4.2.1. **Difficulty Measures**

A key aspect in finding items worthy of attention is clearly difficulty—items that are too difficult or too easy are natural candidates for revision. The basic difficulty measures are *error rate* (the proportion of students that made a mistake) and *median response time*.

4.2.2. **Item Discrimination**

A discrimination index tells us how good the item is in differentiating between students with a high level of measured skill and those with a low level of skill. For this work, we have explored two different approaches for calculating item discrimination associated with the classical test theory (Brennan, 1972; Oosterhof, 1976; Pyrczak, 1973).

The simplest measure of item discrimination is the *upper-lower discrimination index* (Brennan, 1972). Consider a set of students who answered item \(i\). We sort these students with respect to their overall performance on other items and take the upper third \(U\) and the lower third \(L\). The discrimination index is the difference between the error rate on the item \(i\) of students in set \(L\) and set \(U\).

The second simple method of discriminant calculation is the *point-biserial index*, which is given as a correlation coefficient between the overall error rate of students (continuous variable) and their answer on the item \(i\) (dichotomous variable) (Kavitha et al., 2012).

4.2.3. **Performance-based Item Similarity**

An item can be unsuitable not because of its inherent features but because it does not fit the context of other items. To check this aspect, we can measure the similarity of items based on student performance (Pelánek, 2020b). Specifically, we consider the average similarity \(\text{avg sim}\),

---

1The items in education are subject to the Anna Karenina principle that states that while no feature guarantees success, many guarantee failure (Diamond, 1998; Kirilenko et al., 2021).

2Response times typically contain outliers, so median is a better measure of central tendency than mean.
which is computed as follows: for each pair of items $i, j$, we compute $sim_{ij}$ as the Pearson correlation over responses (by students who answered both items); $\text{avgsim}_i$ is the average over $sim_{ij}$. For this analysis, we consider only binary responses (correct, incorrect).

4.2.4. Common Wrong Answers

When students can choose from several options or have to construct a response (e.g., mathematics examples with written answers), it may be useful to analyze not just the error rate but also the specific values of wrong answers. Previous work has shown that the distribution of wrong answers is typically uneven, i.e., there often exists some common wrong answer (e.g., Pelánek et al. (2016)). The specific value of the common wrong answer is valuable feedback to content authors and may serve as a specific impulse for revision for identified items. In the analysis below, we explore whether the numerical rate of the common wrong answer may be useful for identifying attention-worthy items.

5. Analysis of Item Properties

Before trying to apply the item properties for the identification of attention-worthy items, we perform their analysis to explore their usefulness and usability.

5.1. Reliability of Measures Based on Performance

To use properties based on student performance data, we need to know whether they are stable. We report two experiments that try to answer the following question: How much data do we need for the properties based on student performance to be reliable?

5.1.1. Split-half Reliability Experiment

The first experiment is a split-half reliability experiment. Split-half reliability is typically used in psychometrics to evaluate the reliability of some person trait measures; see Steinke et al. (2021) for a typical application or Beck (2005) for an application in educational data mining. We use the experiment to evaluate the reliability of item parameters; see Rachatasumrit and Koedinger (2021) for a similar application of the experiment.

Specifically, we split the available student data into two independent halves, compute the item properties based on each half and analyze the agreement of resulting values. For a measure to be reliable, we should obtain similar values from both halves of the data.

We report results for multiple-choice questions in the domain of English grammar. We perform the analysis separately for several topics as this gives us insight into the generalizability of the results. We selected the most popular topics within the system. These topics have over 1000 answers for each item. The number of items in each topic is between 130 and 180.

We use several subsamples of the available data to explore how the reliability increases with the amount of data. We split the data into halves by the parity of student identification number. To measure the agreement, we use the Spearman correlation coefficient of values computed on the two halves. We have chosen the Spearman correlation coefficient because, for our purposes, we are interested primarily in the ordering of values. We have performed the analysis also with respect to other measures of agreement (e.g., mean absolute deviation or the agreement on the top 10 items); they lead to similar conclusions.
Figure 3 reports the results. We use “the number of answers per item” as a primary measure of the size of needed data. The results show that for the basic difficulty measures (the error rate, median response time), we mostly obtain good reliability \((r \sim 0.8)\) with 200 answers per item and nearly perfectly stable ordering \((r \sim 0.95)\) with 500 answers per item. As the figure shows, there are slight differences between various topics.

![Figure 3: Reliability of five item properties that are based on student performance.](image)

Discrimination indices and average similarity require more data. Their convergence is much slower. With 500 answers per item, the values have reasonable reliability, but they are far from perfectly stable even with 1000 answers per item. Moreover, the results show quite large differences among topics. This suggests that any use of these indices would require extensive data on student answers and careful analysis of their reliability for the particular data set.

5.1.2. Simulation

The previous analysis is based on data from a specific system. This has the advantage of direct relevance to applicability in a real use case. However, it may be that the results are influenced by some specific aspect of the collected data, e.g., attrition bias in data collection (Pelánek, 2018). We complement this analysis with experiments based on simulated data. In this way, we explore an idealized scenario, which gives us best-case estimates for the amount of necessary data.
Figure 4: Agreement with the ground truth in experiments for simulated data. Note that in the left graph, the orange line is mostly overlapped by the green one.

To generate simulated data, we use the Additive factors model (Cen et al., 2006; Durand et al., 2017) – a simple logistic model of learning that supports multiple knowledge components. We use a slight extension of the model. Standardly used Additive factors model has difficulty parameter only per knowledge component, while we use difficulty parameter per item. This better corresponds to observed data and the studied research question. We use a model with two knowledge components; student skills within these components are independent. The simulated system contains 50 items; 47 of these items belong to the first knowledge component, 3 of them belong to the second knowledge component. These 3 items are considered to be the ground truth outliers—the items that we want to identify as worthy of attention. We generate the simulated answers based on the probabilities provided by the additive factors model; all simulated students answer all items in random order.

Given the generated data, we compute the discrimination indices and average similarity of items. For each index, we take the 3 items with the lowest value and evaluate the agreement with the ground truth (the 3 items from the second knowledge component). We report the average agreement over 20 runs. Figure 4 shows the results for different numbers of simulated students. The exact results depend on the specific setting of the simulation parameters (e.g., speed of learning, mean item difficulty, the variance of student skills and item difficulties). We show results for two settings of parameters. The source code of the experiment is available\(^3\) and allows exploration of other settings.

This is an optimistic scenario for the application of the studied indices as there are no missing data, no biases, and the misfitting items are perfectly orthogonal to others. The results show that even in this optimistic scenario, we need at least 200 answers per item to obtain stable performance. Particularly the upper-lower index is weak; in some settings, it is not able to reliably identify the misfitting items even with large data (particularly in the presence of very easy items).

\(^3\)https://github.com/adaptive-learning/jedm-item-revisions
5.2. **Agreement between Properties**

As the next step, we analyze relations among item properties. When two of the item properties are strongly correlated, one of them can be omitted as it does not bring useful additional information. Such pruning simplifies the subsequent analysis and interpretation of results. With weaker correlations, we may want to keep both properties. In both cases, the analysis can give us insight that is useful for the interpretation of computed values.

Figure 5 provides summary results for the agreement of several widely applicable item properties. The results are reported for multiple-choice questions in English and programming. In each case, we have used 10 topics with the most answers (over 750 thousand answers for each topic in the case of English, over 25 thousand answers for each topic in the case of programming). There is, as can be expected, a positive correlation between item length and median response time. The error rate is negatively correlated with response times.

![Figure 5: Agreement between properties (correlation averaged over the top 10 most solved topics).](image)

5.2.1. **Discrimination Indices**

The results in Figure 5 are averaged across topics. These summary averages sometimes mask non-trivial differences that are present in the results for individual topics. This is particularly the case for the upper-lower discrimination index. This index is, in some cases (e.g., *To do, to have, to be in present simple*), strongly correlated with the error rate, whereas in other cases (e.g., *Past simple vs. past continuous*), we see a negative correlation. There is also a high variation among topics in the relations between the upper-lower discrimination index and the point-biserial discrimination index. They both quantify the same aspect (“how well does the item discriminate”) but in quite different manners. The difference is marked particularly for easy items, where the upper-lower index always produces low discrimination values.

Interestingly, we find a very strong correlation between the point-biserial discrimination index and average similarity. At first sight, this seems surprising, as these two item properties capture intuitively different aspects of items: how well does the item discriminate between good
and poor solvers versus how is the item similar to other items. However, discrimination and similarity are linked—poor discrimination of an item means that the item behaves differently than other items in the same topic.

Although the average similarity and the point-biserial discrimination index have different intuitions behind them, they are actually mathematically defined in a similar fashion. In the computation of average similarity, we compute Pearson correlation (over dichotomous variables) and then perform averaging (for each item, over items). In the computation of discrimination as point-biserial correlations, we do averaging (for each student, over items) to compute skill estimate and then perform Pearson correlation (over one continuous and one dichotomous variable). Both computations thus involve the Pearson correlation coefficient and averaging; they differ in the order of these operations. Although these two operations do not commute, from a practical perspective, the results are nearly the same (at least on our data).

5.2.2. Error Rate and Common Wrong Answers

For some types of items, students construct an answer and thus may produce different wrong answers. Is it useful to analyze these mistakes and their prevalence? The answer depends on the particular situation. The distribution of wrong answers depends on the specific topic. In some cases, the prevalence of the most common wrong answer is over 50% of all wrong answers. This is the case, for example, of *Expressions with absolute value* or *Prepositions of time*. In other cases, the distribution is much flatter—this we see, for example, in the case of *Expressions with fractions*, where there are more potential sources of a mistake. Nevertheless, even in these topics, the most common answer comprises, on average, 10% of all wrong answers.

For a few topics, the rate of the most common wrong answer is closely correlated with the error rate. In these cases, it may be useful to use the specific value of the answer as an impulse for content authors, but the value of the rate does not bring much information useful for the automatic detection of attention-worthy items. For many topics, however, the correlation is weak, and thus the rate of the common wrong answer provides additional information. Specific examples are provided in Figure 6. For example, although the examples $2z - (2z + 1) - 1$ and $(10 - 7)(2a - 4)$ have a very similar error rate, the first one has a very common wrong answer (0), whereas for the second one, there are many different wrong answers.

6. Case Studies

In this section, we report two case studies where we analyze item properties and identify items for revision. In the first case study, we utilize a standard outlier detection technique which we extend with post-processing to obtain explainable results. In the second case study, we use an interpretable clustering technique tailored specifically toward this particular application.

6.1. Explainable Outlier Detection

In the first case study, we use a standard outlier detection technique, which we extend with explanations that should facilitate the interpretation of results by content authors. For this case study, we used English grammar items: 6280 items, covering 65 topics, typically 97 items per topic. All items are multiple-choice questions with two options (correct answer and distractor). The distribution of student performance data, which are used to compute difficulty measures, is
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simplifying expressions with one variable

Figure 6: The error rate and the rate of the most common wrong answer. Size and color are proportional to response time (larger and darker = higher).

Figure 7: Explainable outliers for English grammar items – processing pipeline.

highly uneven. Some items were answered by tens of thousands of students, others only by a hundred.

Figure 7 illustrates the processing pipeline used. We used both the item text and student performance data to compute item properties. Over the computed properties, we run an out-of-box outlier detection algorithm. For the detected outliers, we then construct simple explanations.

As item properties based on performance data, we have used the two basic difficulty measures (error rate and median response time). As item properties based on item content, we have used several types of properties:

- Syntactical features: the item length, the ratio of the stem length and the answer length, the ratio of the answer to distractor length, and Levenshtein distance between the correct answer and distractor (normalized by their length).

- Vocabulary features. To compute these features, we use the following process: We take the item text (e.g., You seem distracted. What about? [are you thinking / do you think]), take its bag-of-words representation, which we lemmatize, and to each word we assign its (numerically encoded) CEFR level (you→1, seem→2, distract→4, what→1, be→1, . . . ), and based on the vectors of levels we compute quantitative properties (max. level = 4, average level = 1.36, the ratio of words on level 1 = 0.82, . . . ). To assign CEFR
The children _ each other's toys.
[were constantly stealing / constantly stole]

The postman _ fifty letters today. In the afternoon he will deliver even more.
[has already delivered / already delivered]

levels to words, we used a combination of three existing resources. The CEFR levels are commonly denoted A1, A2, B1, B2, C1, and C2. We used numerical encoding (1 to 6).

- Part-of-speech features: binary indicators of the presence of a noun, a verb, and an adjective in the item text.

We run the outlier detection separately for each topic (e.g., 247 items belonging to Present simple vs. present continuous). Within such a set of items, we search for global outliers. We use Isolation forest (Liu et al., 2012), which is a technique suitable for such situations with good performance results (Emmott et al., 2013). We use the scikit-learn implementation (Pedregosa et al., 2011).

Outlier detection algorithms compute an outlier score for each data point. To report results, we need to set a threshold on the score. One approach is to set a contamination parameter (a ratio of points reported as outliers). This is not suitable in our setting since, in some topics, there may be no interesting outliers, whereas in others, there are several. We have used a fixed threshold value to report outliers (−0.6 for the isolation forest implementation). This value provided a reasonable number of outliers.

For explanations, we experimented with several variants, including explanations in the form of 2D scatter plots as proposed in the LookOut algorithm (Gupta et al., 2019). We decided to use a simple listing of properties with extreme values. To decide whether an item property has extreme value, we use the basic boxplot method (interquartile range, 1.5 multiple). Finally, we use simple post-processing that groups several related properties and assigns them easily understandable labels (“advanced vocabulary,” “long item/time,” “difficult item,” “relatively long option”). Figure 8 shows an illustration of the results. The final result has 120 lines of this type.

Experience from this case study shows that even the relatively direct application of a general outlier detection technique (without intensive tuning of features or parameters) leads to the identification of items that deserve attention. We presented the result to the content author, who was not involved in the method development in any way. The results and provided explanations are useful, even when concise and simplified. A minor problem is that in some cases the results are a bit confusing due to the fact that the outlier detection method works over multidimensional data, whereas the explanation mentions only a single dimension (“Why was this item identified, whereas the other one which seems more extreme was not?”).

---

Among the 120 identified items, most are identified due to the presence of advanced vocabulary and the corresponding action to take is typically “remove the item” or “replace the difficult word with another one.” One reason why identified outliers are mostly with respect to advanced vocabulary may be that difficulty measures (error rate and median response time) have already been used in an ad-hoc manner in previous iterations of content development. Consequently, the main outliers with respect to them have already been removed.

The dominance of “advanced vocabulary” detections may, however, also be due to the specific choices that we made (e.g., the use of multiple features related to vocabulary). On the one hand, the results of outlier detection are quite sensitive with respect to the choice of features, specific algorithms, and parameter values. On the other hand, some items were detected quite robustly (e.g., My cat [is/are] grumpy. is quite a robust outlier due to the presence of the word “grumpy,” which is a significant outlier within a basic set on present simple tense). It may be useful to develop techniques that quantify this sensitivity and robustness of results.

6.2. INTERPRETABLE CLUSTERING

Another use of the item properties is to cluster similar items. Clusters that contain few items or deviate considerably from the other clusters in a property are worth attention. For interpretability, we need to accompany the clusters with a concise description. The description should apply to all items in the cluster (perfect recall), but ideally only to the items in this cluster (perfect precision) (Effenberger and Pelánek, 2021a).

There are many clustering algorithms, but most of them are not interpretable. The simplest approach to interpretable clustering is to group items that agree on a small number of manually selected informative properties, such as the type and form of the item. Using too many properties (e.g., the presence of individual words in the question) would lead to all clusters containing just a single item. To create non-trivial clusters, we would need a more sophisticated interpretable clustering algorithm. One approach is to describe clusters using branches in a decision tree (Basak and Krishnapuram, 2005; Dasgupta et al., 2020; Liu et al., 2000); another is to select combinations of properties that frequently occur together (Effenberger and Pelánek, 2021a; Saisubramanian et al., 2020).

In this case study, we group items that share the same type, form, and size. We will see that even this simple grouping based on exact matching can provide valuable insight if the chosen properties are informative and appropriately granular to get non-trivial clusters. We used 1025 binary choice items, covering 8 introductory Python programming topics (Variables and numerical expressions, Logic expressions, If, For, While, Functions, Strings, Lists). Each topic contains between 80 and 212 items. The reported difficulty measurements are computed from 597,367 collected attempts, which amounts to 583 students per item on average (minimum 30, maximum 4219). Figure 9 illustrates a sample output of the clustering for the topic Logical expressions.

6.2.1. Item Properties for Clustering

The items are grouped by three properties: the type (based on the cognitive process), the form (based on the modalities of the stem and options), and the size (based on the number of characters together in the stem and the options). We discuss these content-based properties in Section 4; here, we only mention additional decisions needed for this specific use case.
We use 7 types of items: recognize, compute, construct, summarize, compare, transform, and infer. We considered other cognitive processes described in the second level of Bloom’s taxonomy (Krathwohl, 2002), but only these 7 were present in this particular topic. To automatically detect the types, we have iteratively developed a set of regular expressions over the item formulation until we covered all items. Each type required multiple patterns; for instance, the compute would match on What does this (code|program) outputs?, but also How many * will be printed?.

Concerning the form of the item, we included two general modalities (text, yes/no options) and two domain-specific modalities (code, output). Code includes single-line expressions and code fragments. Output includes values (numbers, strings) and printed text. We abbreviate the form as \(x \rightarrow y\), where \(x\) is the first letter of the most specific modality in the stem and \(y\) is the first letter of the options’ modality. For example, \(c \rightarrow o\) means that the stem includes code and the options are outputs.

Concerning the size, we discretized it into three bins in order to have a reasonable total number of clusters. The thresholds—60 characters for small items and 100 characters for large items—were selected such that approximately a quarter of all items in the sets practicing introductory programming is small and a quarter is large.

A group of items is then specified by the item type, form, and size, using abbreviations listed in Figure 9. For example, \(con/t \rightarrow c/L\) are large items that ask the students to construct a code from a text description.

6.2.2. Clustering Visualization

In Figure 9, the clusters are located according to their mean error rate and response times. Such a plot allows to quickly identify attention-worthy clusters that deviate in difficulty. These outliers, unless in a large cluster of many items, would be already spotted in a simple difficulty scatterplot of items, but the cluster descriptions explain the difficulty by the interpretable content-based properties. For example, there is a cluster of three compare items with extremely high response times at the top of Figure 9, but there are other shorter compare questions with more moderate response times, which suggests that compare questions might be adequate if they are kept short.

Even the clusters that do not deviate in difficulty are worth attention if they contain just a few items. To increase homogeneity, such outlying clusters could be removed, but since they have appropriate difficulty, a better solution might be to create more items with the same properties (type, form, and size in our case). For example, there are only one small and two medium items to construct code from text description (\(con/t \rightarrow c\)). We might decide to add other items to practice this constructing skill, but we should avoid long questions and, even then, not expect the items to be particularly easy.

6.2.3. General Trends

Exploring and comparing such visualizations for several topics can help the content authors to better understand the composition of the topics and the causes of difficulties. The difficulty depends not just on the tested topic but also on the cognitive processes, which are represented by the question types. In our context, the questions to summarize, compare, transform, and infer

---

5 We use the median to aggregate response times within an item and then the mean to aggregate these medians across items.
are generally more difficult than the questions to construct and compute, which are, in turn, more difficult than the questions to recognize a basic fact about the language. Note that the most difficult questions in our data (such as infer and summarize) would be classified as the second level of Bloom’s hierarchy (understand), while construct and compute, although easier, would fall into the third level (apply). Consequently, using just the coarse levels of Bloom’s hierarchy would not help to illuminate the causes of the difficulties.

The difficulty variation due to the involved topic and cognitive processes is typically intrinsic to the practiced topic, so non-homogeneity would be preferably resolved by splitting the topic into multiple ones rather than by removing items. In contrast, some difficulty variation can be linked to extraneous factors and these we would like to eliminate. We have observed that the undesirable difficulty in the programming questions could be typically attributed to one of three sources, each linked to one of the three inspected properties.

- The first and the most obvious one is the excessive length, which is also apparent from Figure 9.

- The second source is an additional level of indirection in the item options. The questions to compute a result become more difficult if the options are not concrete outputs ($cpt/c\rightarrow o$) but rather just a text description ($cpt/c\rightarrow t$).

- The third source is a mismatch between the complexity of the presumed cognitive process and the complexity of the targeted knowledge. Consider the question “Can not $x \neq y$ be simplified to $x = y$?” Seemingly, the item practices the skill of applying negation to simplify a condition, but it covertly tests the knowledge of basic syntax ($=$ vs. $==$).
Students are primed by the question formulation to focus on the logic and do not attend to syntax details. This is, certainly, a tricky question, as evidenced by the error rate of 61%.

7. Discussion

To conclude, we recapitulate the main task that we proposed in this work, summarise recommendations for practice, and discuss the limitations of the current work and directions for future research.

7.1. Attention-Worthy Items and Their Interpretation

One of the main goals of this paper is to highlight the task of identifying items worthy of the attention of content authors. We have to acknowledge that it is a fundamentally ill-defined problem. The attention-worthiness depends on a specific context and is at least partially subjective. It is not possible to provide a universal definition of a “good” or “bad” item. Nevertheless, this task is practically very useful and it can be addressed with the use of educational data mining techniques. It thus deserves attention.

Although we stressed the focus on individual items, the problem is not clearly demarcated. The quality of items is inherently interlinked with the quality of the domain model. An item may be attention-worthy because of poor domain modeling, e.g., the insufficient granularity of used knowledge components. In these cases, the suitable action is not to change the item itself but rather to improve the domain model. The use of techniques for the identification of attention-worthy items thus overlaps with the use of techniques for revision of domain models like Liu and Koedinger (2017) and Fancsali et al. (2021). For this work, we purposely highlighted the focus on individual items. For future progress, it may be useful to consider the relation to domain modeling in more detail.

7.2. Recommendations for Practice

Although the presented results are mostly exploratory and do not provide definitive evaluation, they do provide basic guidance for practical applications. Our analysis (particularly the reliability analysis in Section 5.1) and practical experience with performing item revisions suggest that the primary tool for identifying attention-worthy items are the basic performance properties: the error rate and median response time. The properties are simple yet practically very useful. They are widely applicable, have intuitive interpretation, and are reliable even with relatively small data (at least compared to discrimination indices). Even though these simple properties can be influenced by biases in data, this is probably not a major issue when the aim is to identify problematic items. Although there is clearly space for the use of more complex item properties, the usage of error rate and median response time is a good starting point.

Discrimination indices and average item similarity are potentially useful techniques that can sometimes identify attention-worthy items that would not be detected using basic difficulty measures. To be reliable, these methods require larger data (at least 200 answers per item). Our experiments suggest that the upper-lower discrimination is not sufficiently reliable for practical usage. The point-biserial index and average item similarity are highly correlated and provide better insight (when enough data are available).

Specific attention-worthy items can be identified using out-of-the-box outlier detection techniques. However, the obtained results can be quite sensitive to the specific choice of an algorithm
and its parameters. To get better insights, it is useful to construct explanations that describe the main reason why an item is an outlier or to develop more specific, interpretable analysis tools that are tailored specifically to the task of identifying attention-worthy items.

7.3. LIMITATIONS AND FUTURE WORK

In this work, we use only simple item properties that do not take into account student learning or biases present in data (attrition bias, selection bias, ordering of items), which can be caused by student behavior or system behavior (e.g., adaptive selection of items) (Pelánek, 2018).

This can be overcome by the use of more advanced modeling methods, for example, using Item response theory models (Baker, 2001) or student modeling techniques like the Additive factors model or Bayesian knowledge tracing (Pelánek, 2017). However, even these methods still make many simplifying assumptions. Item response theory models take into account differences in student skills and include a discrimination parameter, but they assume no learning. Additive factors model and Bayesian knowledge tracing model incorporate learning (in some specific form) but do not contain difficulty or discrimination parameters (per individual items). Consequently, none of these standard models is optimal for the purpose of identification of attention-worthy items in learning environments.

Based on our exploration, we believe that for the immediate practical application, it is more fruitful to use a wide range of simple item properties rather than delve deeply into one of them. There are certainly cases where the biases in data could lead to misleading conclusions and where the usage of more principled approaches would be warranted. Further explorations into these issues constitute an interesting research topic for future work.

In our analysis, we have provided a more detailed analysis only for textual items. Items in learning environments often contain other types of data, particularly images and animations. The content analysis of these types of items is more challenging. Identification of attention-worthy items with multimedia data is thus another interesting research direction.

We have used a wide range of topics from several educational domains (mathematics, programming, English as a second language). Although the basic trends and technique applicability are the same across domains, the specific results often show non-trivial differences in results even for seemingly similar topics. For example, the correlation between the error rate and the upper-lower discrimination index ranges from strongly positive to strongly negative. In the current work, we point out several such cases. We do not, however, provide an explanation for these differences or recommendations for the practical treatment of these differences. This topic also deserves more attention.

In the present study, we have focused on explicit problem formulation and a broad overview of possible approaches that can be used to tackle it. The presented analysis is mostly exploratory. For future progress, it will be useful to perform thorough evaluations of specific techniques for identifying items worthy of revision.
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